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We present a review of fl spiral techniques which have recently been developed for the determination 
of absolute velocity profiles from hydrographic observations. A specific technique is then designed and 
applied to the North Atlantic part of Levitus' (1982) climatological hydrographic atlas with the aim of 
estimating reference velocities and diffusivities for heat, salt, and potential vorticity. These quantities are 
determined on a 1 ø grid from the local gradients of temperature and salinity under the constraints of the 
thermal wind relations and the conservation of the respective tracers including diapycnic and isopycnic 
mixing terms. The estimation procedure includes the statistical framework of inverse modeling in the 
weighting of the constraints by the data noise variances and the determination of the covariances of the 
model parameters. The resulting circulation pattern bears strong resemblance to the classical view of the 
North Atlantic circulation as put foreward by Wrist (1935) and Defant (1941). The upper layers are 
dominated by the Gulf Stream/North Atlantic current system with a broad subtropical gyre recircula- 
tion. In the lower layer a western boundary current is fed from Norwegian Sea overflow penetrating the 
Gibbs fracture zone and partly circulating around the Labrador Sea. As a consequence of the climatolog- 
ical averaging the currents appear in broad shape with much reduced velocities, in particular in the 
upper layer. The vertical structure reveals an almost horizontal level of no motion pattern much along 
the concepts of Defant (1941). Diffusion coefficients were determined fo• an upper layer (depth of mixed 
layer to 800 m depth) and a lower layer (800 m to 2000 m). The spatial pattern of these coefficients 
correlates with maps of eddy activity, showing higher values in the strong current regimes and low values 
within the subtropical and subpolar gyre. Average values in the lower layer of the quiet regions are 10 -5 
m2/s and 102 m2/s for the diapycnal and isopycnal diffusivity, respectively, and 10- • m2/s for the vertical 
diffusivity of vorticity (which yields 102 m2/s for the lateral diffusivity of potential vorticity). Toward the 
regions of strong currents and in the upper layer these values roughly increase by an order of magnitude. 
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1. INTRODUCTION 

The main body of knowledge about the general circulation 
of the oceans has been drawn from observations of temper- 
ature and salinity. These quantities are relatively easy to mea- 
sure, and in contrast to velocity observations, the climatologi- 
cal signal in the T, S fields is less contaminated by energetic 
smaller-scale motions induced by eddies and waves. Inference 
of flow characteristics from temperature and salinity data has 
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gone along two almost distinct paths:the water mass analysis 
techniques, with the core layer method [Wiist, 1935] and the 
isentropic analysis [Montgomery, 1938; Parr, 1938] as most 
prominent representatives, and the methods depending on the 
dynamical balance of the large-scale flow, such as the dynamic 
method [Helland-Hansen and Nansen, 1909] and the various 
extensions which partly are the subject of this paper. 

The water mass analysis attempts to determine the broad- 
scale movement of the water bodies by identifying the location 
of their sources and sinks which roughly define a pathway 
along which the water has to move somehow and gradually 
lose its characteristics by mixing with surrounding Water 
masses. The power of these methods resides in the fact that 
large-scale connections in the flow field can be inferred di- 
rectly from the observed large-scale pattern of the properties. 
However, since local balances are not considered, an attempt 
to understand in detail how the fluid establishes these con- 

nections is not made. The water mass analysis therefore uses 
the terminus spreading, thus avoiding the termini advection 
and mixing or diffusion which have a designated physical 
meaning in the local and large-scale balance of a fluid proper- 
ty. 

The basic dynamical constraint of the large-scale flow in the 
ocean is the geostrophic balance between the pressure and 
Coriolis forces. However, temperature and salinity determine 
only the baroclinic part of the pressure arising from density 
stratification, whereas the barotropic part associated with the 
inclination of the sea surface remains unknown (and is essen- 
tially unobservable by standard oceanographic instrumenta- 
tion). Consequently, the classical dynamical method depends 
heavily on subjective assumptions about the local barotropic 
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pressure force or, equivalently, the level of no motion. A dis- 
cussion of early speculations about the level of no motion 
[e.g., Defant, 1941] can be found in the work by Reid [1981]. 

With the use of the geostrophic balance, or more precisely 
the thermal wind equations which relate the vertical shear of 
the horizontal current to the local density gradient, not all 
information contained in the temperature and salinity obser- 
vations has been exploited. Each property is subject to advec- 
tion by the local absolute velocity which constrains the veloci- 
ty component along the local property gradient. In the case of 
an adiabatic flow, for instance, the absolute velocity vector 
must lie in the isopycnal surface (or isohaline surfaces and 
surfaces of constant potential temperature). A water body 
which is bounded by such surfaces and vertical sections on the 
sides is thus only affected by the horizontal inflow into these 
sides. The local inflow of volume can be expressed in terms of 
the local relative velocity, which is determined by the known 
baroclinic pressure gradient and the unknown local reference 
velocity, i.e., the velocity at a specified reference level. Con- 
sidering larger bodies of water enclosed by hydrographic sec- 
tions (or even partly by coastlines) one obtains as gener- 
alization of Knudsen's hydrographic theorem [e.g., Proudman, 
1953] an underdetermined set of equations for the reference 
velocities between the stations. Out of the infinity of solutions 
one may choose the one which suits a subjective judgment of 
the large-scale circulation, such as smoothness or minimum or 
maximum volume tralasport through the region considered. 
The subjective choice of-a (local) level of no motion is thus 
replaced by (still subjective) assumptions about large-scale 
patterns of the flow. However, conservation of properties 
derived from temperature and salinity is guaranteed. In ess- 
ence, this is the inverse method investigated by Carl Wunsch 
in various papers I-Wunsch, 1977, 1978; Wunsch and Grant, 
1982]. 

The alternative scheme for the determination of the refer- 

ence velocities has been put forward by Stommel and Schott 
[1977] (for further references see section 3). Likewise, it is 
based on the thermal wind relations and on tracer conser- 

vation, but in contrast to Wunsch's method it emphasizes 
more the local aspect of these balances (the only large-scale 
element in the data handling arises from the necessity to 
smooth away eddies in the hydrographic fields in order to 
obtain reliable estimates of large-scale gradients). The method 
involves a, linearized vorticity balance which, for planetary 
scale motions, relates the vortex stretching to the advection of 
planetary vorticity. 

The essence of the method can again readily be explained 
for an adiabatic flow. Since density and potential vorticity are 
conserved by the system, the intersections of isopycnals with 
surfaces of constant potential vorticity (the geostrophic con- 
.tours) must be streamlines, and thus the direction of the veloc- 
ity vector is known at each level. So, when considering the 
horizontal components at two levels, it appears obvious that 
their absolute values are locked by the thermal wind relations, 
since these determine the relative velocity vector in terms of 
the known dens, ity gradients. Apparently, the method fails if 
isopycnals and surfaces of constant potential vorticity coincide 
so that velocity directions cannot be identified. Another case 
of failure arises when the absolute horizontal velocity vector 
does not turn with depth and so incompatibility with the rela- 
tive velocity profiles can occur. A more subtle analysis of the 
dynamics, however, reveals [e.g., Bryden, 1980] that the plane- 
tary vorticity balance constrains the horizontal vorticity to 
spiral with depth. In fact, the presence of the gradient fl of the 

planetary vorticity guarantees a spiraling hodograph giving 
the name /• spiral to Stommel's concept. In practice, when 
applied to real, noisy hydrographic data the reference velocity 
is determined from a least squares principle, i.e., by consider- 
ing the spiral between many vertical levels. The method can 
easily be extended to diabatic conditions. Schott and Zantopp 
[1980] have included vertical diffusion of density, and the 
main body of this paper descibes the attempt to additionally 
determine horizontal diffusion coefficients of the temperature 
and salinity and vertical diffusion coefficients of vorticity (or, 
equivalently, horizontal diffusion coefficients of potential vor- 
ticity). Homogeneity of potential vorticity on isopycnals has 
been observed in a wide layer beneath the wind-driven gyres 
in the ocean [McDowell et al., 1982; Holland et al., 1984]. 
Inclusion of data from this layer has very likely caused the 
breakdown of the/• spiral method in some earlier applications 
[e.g., Schott and Storereel, 1978; Behringer, 1979] where no 
unique reference velocity could be identified. The basic prob- 
lem has been known since the early work on the thermocline 
problem: Needler [1972] has shown that the thermocline 
equations (without proper boundary conditions) contain an 
arbitrary barotropic part if potential vorticity is a function of 
density. Fortunately, however, this relation is broken in the 
real ocean at deeper levels (say, roughly below 800 m in the 
North Atlantic), and the/• spiral can be used to determine the 
barotropic velocity. 

The application of the /• spiral method reported in this 
paper differs in various respects from earlier work. At first, we 
use the climatological analysis of hydrographic data prepared 
by Levitus [1982] instead of single hydrographic sections 
which may be more synoptic. The climatological mean has the 
advantage of providing data on a 1 ø x 1 ø grid for the entire 
ocean, so one should be able to deduce large-scale circulation 
patterns instead of estimating current profiles at single cross- 
ing points of sections. Further, the analyzed data are necessar- 
ily smoothed, and there is no need for elimination of eddy 
noise (at least away from boundaries and in regions where the 
original data coverage is good). On the other hand, as a disad- 
vantage, the climatological analysis definitely filteres more 
than the instantaneous eddy field. The main hydrographic fea- 
tures commonly associated with the mean ocean circulation 
(as, for example, the Mediterranean water tongue or the Gulf 
Stream front) appear in a highly smoothed form, and the re- 
sulting circulation patterns are a rather broad brush image of 
reality. There is no way that it could possibly represent an 
actual state of the circulatioan (with the eddies removed). 

Moreover, temporal as well as spatial averaging may intro- 
duce a bias in the diffusion parameters we try to estimate. 
Consider, for instance, a current system changing its position 
in the annual cycle. Averaging yields Reynolds stress terms, 
and the least squares fit yields diffusion coefficients even if 
mixing may be entirely absent in the actual state. With this 
restriction one should think of the resulting diffusion coef- 
ficients as representing an upper bound of the actual mixing in 
the ocean. Fortunately, our result will reveal that these 
bounds are rather small in large regions. 

In contrast to other/• spiral applications we attempted to 
include the consequences of data noise in the estimation pro- 
cedure. Data noise leads to errors in the estimated parameters 
that can be computed by standard methods. The statistical 
set-up of a least squares estimation procedure is generally 
derived from a maximum likelihood principle. Given the data 
covariances, the method yields the parameter covariances, i.e., 
standard deviations and correlations. It also yields a test of 

 19449208, 1985, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/R

G
023i004p00313 by M

PI 348 M
eteorology, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



OLBERS ET AL..' NORTH ATLANTIC CIRCULATION PATTERNS 315 

900 
,•0 o 

60 ø 

, ' 5 0 lB 0 ø 4 5 0 3 0 ø '1_ 5 0 0 o 

/_,5 o 

300 

'!5 o 

0 o 

900 '•5 ø IBO ø Z. 5 ø 300 '15 ø W 0 ø 

•0 ø 
N 

60 ø 

/•5 ø 

300 

'15 o 

0 o 

Fig. 1. Maximum depth D of the oceanic surface mixed layer. Smoothed version of the map given by Robinson et al. 
[1979]. 

the mod61 validity, i.e., a statistical answer to the question of 
whether or not the fi spiral dynamics represents an adequate 
description of the hydi'ographic data set. This last and bbvi- 
ously very important step, however, could not be pursued 
rigorously, since all our effort failed tO get a meaningful esti- 
mate of the complete covariance matrix of the analyzed hy- 
dro.graphic data set. The only way of judging the model validi- 
ty is by a comparison of the resulting velocity field and mixing 
parameters with our a priori knowledge thereof. 

We have applied the fi spiral meihod to the North Atlantic 
part of Levitus' [1982] analysis, since here the coverage by 
original data was by and large greatest, so that parameter 
estimation should be most promising. We would like to em- 
phasize, however, that our approach should not be viewed as 
an attempt to get a complete picture Of the circulation in the 
North Atlantic. Obviously, much more knowledge has been 
accumulated about the circulation from hydrographic data as 
well as from other complementary data than the information 

that could possibly be drawn from a local analysis of a highly 
smoothed temperature and salinity field. We would, rather, 
like to view our work as a test of the applicability of the fi 
spiral method and its associated dynamics. As discussed 
above, such a test could be performed at single stations if firm 
statistical information were known. Lack of this knowledge, 
however, leaves us with some subjective judgment of the pa- 
rameter patterns obtained from application of the method in a 
large domain. 

2. DATA 

The hydrographic data set used in this analysis is an updat- 
ed version of the analysis by Levitus and Oort [1977] and 
repi'esents an earlier version of the climatological hydro- 
graphic atlas prepared by Levitus [1982]. A detailed descrip- 
tion of data sources, quality control, and representativeness as 
well as the objective scheme for constructing the temperature 
and salinity field is given by Levitus [1982]. Here we give a 

TABLE 1. Number of Observations in 10 ø Squares Between 30øN and 40øN 

Temperature Salinity 

10-20 160 5000 52,760 25,092 474 6,944 8,448 430 
20-30 161 5000 48,107 18,993 330 4,961 6,001 323 
30-40 168 4500 27,678 11,063 160 2,046 3,020 156 
40-50 223 5000 215,645 46,961 1321 23,475 27,952 1248 
50-60 237 5000 82,834 21,464 870 5,497 6,757 824 
60-70 207 5000 451,617 121,339 4150 36,263 43,373 3918 
70-80 150 5000 612,322 187,310 1612 51,615 39,046 1464 

Longitude, 
øW D, m H, m 0- D D -- 2000 2000- H 0- D D -- 2000 2000- H 
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Fig. 2. Section of (a) in situ temperature and (b) salinity at 36øN together with the corresponding IGY section as taken 
from Fuglister [1960]. Dashed lines represent the Levitus analysis, and solid lines the IGY data. 

brief qualitative description of the resulting temperature and 
salinity fields and the associated geostrophic currents relative 
to 2000 m. Further, we estimate the accuracy of the analyzed 
fields and of their gradients. 

2.1. The Analyzed Temperature 
and Salinity Fields 

Global temperature and salinity fields were compiled by 
Levitus and Oort [1977] from hydrographic stations as well as 
mechanical and expendable bathythermograph surveys. We 
will restrict our investigations to the North Atlantic portion 
shown in Figure 1. This figure displays the maximum depth 
D(x, y) of the oceanic surface mixed layer, according to Robin- 
son et al. [1979]. The relevance of this depth for our analysis 
will be discussed later in section 3.1. To exemplify the number 
of original data which entered the analysis of Levitus and Oort 
[1977], we list in Table 1 the total number of temperature and 
salinity observations in some 10 ø x 10 ø squares. For reasons 
that will become apparent later, those numbers are given sepa- 
rately for three depth ranges: 

upper convective layer z > --D(x, y) 

main thermocline layer -D(x, y) > z > -2000 m 

deep layer z < -2000 m 

Further information on the regional distribution of data can 
be found in the work by Levitus [1982]. The raw data of 
temperature and salinity were reduced to mean values for each 
1 ø square within each of the 33 standard levels from the sur- 

face to the bottom, with a 10-m increment in the upper 30 m, 
increasing to a 100-m increment between 300 m and 1500 m 
and a 500-m increment below 2000 m. Fro m these 1 ø square 
values the afialyzed fields have been derived by an objective 
method (see Appendix A for details). In this paper we consider 
only annual averages of all fields. 

To demonstrate the smoothness of the analyzed fields i n 
comparison to raw data, we display in Figure 2 a section of in 
situ temperature and salinity along 36øN together with the 
corresponding International Geophysical Year (IGY) section 
taken from Fuglister [1960]. Evidently, the analyzed fields do 
not contain the small-scale wiggliness with scales of 1ø-2 ø at- 
tributed to eddies that is apparent in Fuglister's section. How- 
ever, the large-scale features, e.g., the tongue of the Medi- 
terranean water, have remained. The horizontal scales re- 
solved by the analyzed fields are about 5ø-10 ø except close to 
boundaries, where they shrink to about 2o-3 ø . In this respect 
the analyzed fields are directly apt for // spiral calculations, 
since the eddy noise has essentially disappeared. Explicit filter- 
ing techniques as applied, for example, by Schott and Stommel 
[1978] to synoptic sections obviously are redundant in our' 
case. 

Maps of potential temperature and salinity can be found in 
the work by Levitus [1982], where there is also some dis- 
cussion of the major oceanographic features represented by 
the analyzed data set. In the later stage of this paper we will 
show and discuss some quantities derived from potential tem- 
perature and salinity. The main impression that should be 
mediated by these maps (and by the sections above as well) is 
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Fig. 3. Average O-S curves for three areas of the Emery and Dewar [1982] analysis (solid lines) compared to the 
Levitus [1982] analysis (circles)' (a) 15ø-20øN, 35ø-80øW, (b) 30ø-40øN, 15ø-25øW, and (c) 30ø-40øN, 45ø-70øW. Horizon- 
tal lines indicate standard deviation of Emery and Dewar. 

that the large-scale water mass structure is reproduced but 
that gradients in the fields, in particular in boundary layers, 
have been substantially blurred by the climatological averag- 
ing procedure. This becomes apparent by comparing, for ex- 
ample, the gradient in potential temperature across the Gulf 
Stream in Figure 13 of Levitus [1982] with Fuglister's 200-m 
synoptic map from the Gulf Stream '60 experiment. [Fuglister, 
1963] or the entire fields north of 40øN with Dietrich's IGY 
atlas [Dietrich, 1969]. 

A further useful comparison of Levitus' analysis with an 
independent climatological mean of North Atlantic hydro- 
graphic data is given in Figure 3, which displays the average 
0-S curves for three areas of the Levitus analysis with another 
recent analysis by Emery and Dewar [1982] based essentially 
upon the same National Ocean Data Center (NODC) data 
files. Whereas Levitus [1982] oriented his averaging procedure 
according to the data density and correlation scales on hori- 
Zontal levels starting with a zonal mean, Emery and Dewar 

[1982] obtained their climatological mean by averaging over 
regionally connected bodies of water defined by an a priori 
water mass census. In this respect the latter analysis more 
closely follows traditional oceanographic concepts. 

Generally, the Levitus curve lies well within one standard 
deviation of Emery and Dewar's values except at the upper- 
most levels. The curvature in Levitus' curve is slightly lower, 
conforming to the notion that the horizontal averaging is 
equivalent to somewhat stronger mixing. 

The fl spiral requires as input gradient fields of temperature 
and salinity and derived variables. Unfortunately, the data set 
does not provide direct information on the accuracy of the 
analyzed fields and their gradients. As discussed in Appendix 
A, the variance of the analyzed temperature and salinity field 
can roughly be estimated as 

i• 2 = 2 0' 2 (1) 
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only the statistical part of the error is given by (1) and (2). The 
nonstatistical part (formally the contribution of the first-guess 
field) is expected to dominate in a•eas of low data density, i.e., 
especially in the deep ocean. After various other attempts we 
have decided to summarize that unknown nonstatistical error 

by a singie number a o that was added to the statistical error 
according to 

5000 I and similarly 0 0.02 0.04 0.06 
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Fig. 4a 

62= 2 a2+ao2 (1') 
M 
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The value of ao was chosen as 0.02 K for temperature and 

0 , 0.029/oo for salinity. This choice reflects our judgment on the 

iooo o 
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5000 03 2000- 

3000 

Fig. 4. Estimated accuracy of (a) temperature and (b) salinity for 
several 10 ø squares in the zonal band 30ø-40øN. (29: 10ø-20øW; 31' 
30ø-40øW; 33' 50ø-60øW; 34: 60ø-70øW). 

where a 2 is the variance of the observations and M is the - '1 I - 2 0 
number of independent observations which have contributed 
to the construction of the analyzed data point. Similarly, the 
variance of gradients of the analyzed fields is 

av = .• a (2) 
MR, 

where R e is the effective radius of influence containing M 
observations (see Appendix A for details). 

Figure 4 shows, as an example, profiles of the estimated 
accuracy of the temperature and salinity field for several 10 • 
squares in the zonal band 30øN to 40øN across the Atlantic. 

The salient feature of the rms profiles is the maximum in the 2000 •¾ S depth range 500-1300 m, particularly conspicuous in the rms 
temperatures, with typical values of 0.05 K (Figure 4a). It can 
be understood from the definition (1) of 6 as a quotient of two 
quantities (a 2 and M), both of which are generally (though for 
different reasons) decreasing with depth. The maximum re- 
flects the large decrease of the number of observations in that 
depth range. A• larger depths, that number decreases much 
more slowly because many of the hydrocasts cover the full 

water column. Here the decrease of 6 corresponds to a de- -0.80 -o.40 0 0.20 0.40 
crease of the natural variability as measured by a. At larger 
depths the computed accuracies are of the order of 0.005 K for 
temperature and 0.002%0 for salinity. These values, especially 
the value for salini•ty, seem unrealistically small considering a 
widespread prejudice among oceanographers regarding the ac- 
curacy of climatological data. As discussed in Appendix A, 

%0 m -I ß '10 6 

Fig. 5b 

Fig. 5. Gradients of (a) temperature and (b) salinity at 35øN, 25øW. 
Strip indicates accuracy (+ 1 standard deviation). 
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Fig. 6. Maps of horizontal geostrophic circulation relative to 2000 m at (a) 100 m depth and (b) 1000 m depth. 
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320 OLBERS ET AL.' NORm ATLANTIC CIRCULATION PATTERNS 

accuracy of the deep (e.g., 4000 m) temperatures and salinities 
(cf. Figures 21 and 31 of Levitus [1982]). At higher levels, 
where the statistical error is larger, the term ao 2 becomes 
irrelevant. 

Figure 5 shows vertical profiles of horizontal temperature 
and salinity gradients from a position in the eastern Atlantic 
at 35øN. The profiles of both gradients are rather similar. The 
southward component has a maximum at the surface, whereas 
the eastward component has a maximum near 1200 m. 
Toward greater depths the gradients decrease to very small 
values. Also indicated in Figure 5 is the accuracy of the gradi- 
ent as calculated according to (2'). It is evident that the local 
gradients are well defined above a certain depth level but are 
indistinguishable from zero below. In Figure 5 that level is 
close to 2500 m. 

We have looked at corresponding profiles for many other 
positions. While the actual gradient profiles show a large 
amount of variation, all tend to zero within the error bounds 
at larger depths, usually below 1500-3000 m. As the accurate 
computation of field gradients is a necessary prerequisite of 
the following fi spiral analysis, data at those levels are practi- 
cally useless for that purpose. For that reason we have not 
used data below 2000 m for the fi spiral fit, thereby signifi- 
cantly reducing noise in the calculations presented below. 

2.2. The Geostrophic Circulation 
Relative to 2000 m 

One step of our analysis is the calculation of the profiles of 
the geostrophic velocity from temperature and salinity data. 
Using the thermal wind relations, the density field p deter- 
mines the horizontal velocities relative to the motion at a 

given level z = Zo. 

(u") gf• ( ) (3) v• = • dz' PY dzO • Px 

Further, the linearized vorticity balance enables one to calcu- 
late the contribution 

w, = • v, dz' = f• dz' (z' - z)p• (4) o o 

to the profile of the vertical velocity. Here we briefly discuss 
these fields for z o = -2000 m. Very roughly, this depth corre- 
sponds to a classical level of no motion [e.g., Defant, 1941], so 
that u, and v, should more or less reflect the classical picture 
of the geostrophic circulation. The reference velocities at 2000 
m depth, Uo = u- u, and v o = v- v,, and the deviation from 
the vertical profile w, will later be determined by the fi spiral 
technique. Maps of the horizontal geostrophic circulation (u,, 
v,) according to (3) at two levels (100 m and 1000 m) are 
shown in Figure 6. A broad Gulf Stream region is seen at all 
levels with two recirculation regions at its southern flank, at 
55øW and 70øW. Near 40øN and 40øW the circulation clearly 

splits into two different branches, a broad North Atlantic cur- 
rent and the Azores current between 30øN and 40øN, separat- 
ed by a quiet region in the Iberian basin. The North Equa- 
torial current is seen at the 100-m level, and there is also an 
indication of the Equatorial countercurrent between 5øN and 
10øN. The lower levels exhibit a certain amount of variability 
on scales of 500-1000 km, e.g., around 10øN and around 
25øN, 35øW. On the same scale there are areas with signifi- 
cantly smaller velocities. Those features are not in accordance 
with classical views of the climatological circulation and pre- 
sumably reflect the variability in the data density. 

Figure 7 shows the corresponding vertical velocity fields as 
computed from (4). The gross structure at the 100-m level is 
characterized by upwelling over the areas occupied by the 
Gulf Stream and North Atlantic current and by downwelling 
over the subtropical gyre. Very roughly, those regions agree 
with positive and negative values of the Ekman pumping ve- 
locity we = ¾ x (x/f) [Leetma and Bunker, 1978]. The values 
reach a few 10 -'• cm/s and are of the order of (though some- 
what larger than) the pumping velocity. At the 1000-m level, 
magnitudes are reduced by one order of magnitude. Here up- 
welling prevails except in a narrow strip between 30øW and 
40øW. The strong increase toward the equator reflects the fact 
that w • f- 2 according to (4). 

The relative circulation (ur, v, w•) displayed in Figures 6 and 
7 is by construction locally mass conserving, i.e., 

+ + = 0 (5) 

However, the normal velocity component does not necessarily 
vanish at boundaries, and therefore the computation of inte- 
grated mass and heat fluxes would be meaningless. 

In Figure 8 we compare geostrophic spirals obtained from 
historical sections with the climatological spiral calculations 
at the same location. The historical spirals in Figures 8a and 
8b are those used by $chott and Storereel [1978] (points A and 
C), and the four spirals in Figure 8c are from the four cruises 
of the ]• triangle [Behringer and Stommel, 1980; Armi and 
$tommel, 1983]. The historical and climatological spiral have 
similarities; for example, the range of velocities are equal, and 
in general the turning tendencies with depth agree. It is, how- 
ever, immediately evident that the differences are larger than 
can be accounted for by differences in the gradient calcula- 
tions. Figure 8c shows that the differences between the clima- 
tological spiral and each individual spiral from the four cruises 
are of the same magnitude as the differences among these four 
spirals. We thus believe that the differences come about 
through different smoothing techniques of spatial and tempo- 
ral variability. 

2.3. Potential Density and "Veronicity" 

The fi spiral approach is based on the conservation of heat 
and salt, and in most applications the observed variables are 
taken to be potential temperature 0, salinity $, potential den- 
sity a- a(O, $) referred to surface pressure, or any pair of 
these. However, in the case of an advective-diffusive regime, 
another pair of variables is more convenient to use: potential 
density a(O, $) and a variable v(O, $). The latter is defined as 
that functional of 0, $ which, with given scaling of the axes, is 
orthogonal to the curves a(O, $) - const in the 0-$ diagram, so 
that locally, 

a = -•0 + fiS 
2 v = {fi(AS)O + (AO )S}/(AOAS) 

(6) 

where A0 and AS are the scales of the axes. Among others 
[Stommel, 1962; Mamayev, 1962; Munk, 1981], Veronis [1972] 
has most extensively discussed this tracer, which hence may 
appropriately be termed "potential veronicity." The tracer v(O, 
S) is not uniquely defined because of its dependence on the 
(arbitrary) scaling of the 0 and S axis. Presumably for that 
reason this tracer has not generally been accepted by the 
oceanographic community, and normally, temperature (or sa- 
linity) on isopycnal surfaces is preferred as a variable contain- 
ing the information in 0 and S that is not contained in a(O, S). 
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Fig. 8. Climatological velocity spirals compared to spirals obtained from historical sections at the same location. 
Figures 8a and 8b show the points A and C of Schott and Stommel [1978]. The • triangle results of Armi and Stommel 
[1983] at 27øN 32øW for different cruises are given in Figure 8c. The climatological spirals are dashed. 

This latter variable, while being the perfect choice for models 
in density coordinates [e.g., McDougall, 1984-1, leads to cum- 
bersome algebra in depth coordinates. We therefore have 
chosen to work with a(0, S) and v(O, S) (based on the poly- 
nomial expansion given by Veronis [1972] with AO/AS = 2 
x 103 K) and will demonstrate in section 3 that this pair is 

more suitable for the estimation of diffusion coefficients than 

other combinations of temperature and salinity fields. 
Maps of potential density a and veronicity v at some levels 

are displayed in Figure 9. Comparison with maps of temPer- 
ature 0 and salinity S [Levitus, 1982] shows that v picks up 
many of the similarities between th e 0 and S fields, such aS the 
fanning of the isolines in the surface layers, the subsurface 
maximum in the subtropics (Visible in the 100-m maps), and 
the tongue of Mediterranean water (between 1000 m and 2000 
m) as well as the maximum around 30øN in the western basin 
(between 300 m and 1000 m). Except for this latter feature 
these properties of 0 and S seem to compensate in the poten- 

tial density •. By and large, this behavior can be understood 
from the definition of • and v, in particular fi'om the lin- 
earlized expressions (6). All four fields have a quite similar 
structure between 300 m and 500 m, described by a pro- 
nounced fanning north of 40øN and closed isolines between 
20øN and 40øN. The similarity between • and v is lost at 
deeper levels, in particular in the eastern basin where Medi- 
terranean water prevails. Here the v distribution roughly coin- 
cides with the salinity on isopycnals as seen, for example, by 
comparison with the surface • = 27.4 in the work by Sar- 
miento et al. [1982]. 

Corresponding features are revealed in-the sections of a and 
v showing the upper 2000 m (Figure 10). In the western and 
southern parts of the basin the isolines of • and v tend to be 
parallel, i.e., v is almost constant on isopycnals, whereas in the 
eastern and northern basin below a few hundred meters, iso- 
lines tend to cross, i.e., v varies substantially on .isopycnals. 

In a sense, potential density • (which in the upper ocean 
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OLBERS ET AL.' NORTH ATLANTIC CIRCULATION PATTERNS 323 

resembles the in situ density p) combines the dynamically sig- 
nificant part of the temperature and salinity distributions, 
whereas veronicity v tends to behave more as a passive tracer, 
in particular where there is a close resemblance between a and 
p. As such, veronicity should be useful as an indicator of 
mixing. It is, however, not clear how to interpret the data 
without detailed consideration of the tracer balance. Veronis 

[1972] made an attempt in this respect for two sections in the 
Atlantic. He interpreted regions where a and v have parallel 
contours as regions of intense lateral mixing, and regions 
where the two sets of curves intersect as regions of relatively 
strong vertical mixing. The physical assumptions behind this 
interpretation are those inherent in concepts of water mass 
analysis [e.g., Sverdrup et al., 1942], in particular the isen- 
tropic analysis [e.g., Montgomery, 1938; Parr, 1938]' the water 
masses are formed in some surface location and spread out 
along isopycnals subject to advection and mixing. If long- 
isopycnal mixing is dominant, tracers become uniform on iso- 
pycnals; i.e., isolines of a and v would be parallel. If there is 
strong cross-iSopycnal mixing, properties of overlying and un- 
derlying water are exchanged across the isopycnals, and iso- 
lines of a and v would intersect. Of course, this interpretation 
is not imperative. For example, a constant v on isopycnals 
could also be caused by pure advection along isopycnals of a 
water mass which is formed with a tight correlation between a 
and v. Moreover, it is not clear at all how to interpret parallel 
or crossing isolines if mixing is not dominating the advective 
terms. In the absence of any mixing the intersections of the 
surfaces v = const with isopycnals are streamlines, and this 
would still be approximately so if mixing were only weak. 
Obviously, to study the relevance of mixing in this case re- 
quires more than the consideration of the crossing or non- 
crossing of isolines. 

Assuming strong mixing processes, Veronis [1972] con- 
cluded from the parallel isolines of a and v in the western 
basin that isopycnal mixing dominates here, whereas the 
crossing of the isolines in the eastern basin would indicate 
strong diapycnal mixing. As we show later, the results of the fi 
spiral analysis partly contradict these interpretations' mixing 
is found to be relatively weak, and there is indication of iso- 
pycnal mixing at the rim of the Mediterranean water tongue 
and diapycnal mixing in the region of strong currents. 

3. METI-IOI> 

The fi spiral method is an inverse technique which is ap- 
plied to the local gradients of the hydrographic data field to 
estimate the local absolute velocity profile. There are various 
formulations of this method [e.g., Schott and Storereel, 1978; 
Behringer, 1979; Behringer and Storereel, 1980; Schott and 
Zantopp, 1979, 1980; Coats, 1983; Bigg, 1985] which differ in 
the way mixing processes are treated (if not entirely neglected), 
the vertical velocity profile is obtained, and the actual inver- 
sion is handled. In this section we will give a survey of these 
problems and present the particular fi spiral scheme which we 
have applied to the data discussed in the last section. 

3.1. Interior Dynamics 

The dynamics and thermodynamics which we use to de- 
scribe the climatologically averaged state of the ocean follow 
the classical concepts of a geostrophic and hydrostatic mo- 
mentum balance and an advective/diffusive balance of heat 
and salt. In contrast to other fi spiral schemes, however, we 
allow for mixing terms in the vorticity balance. The balance 
equations are thus 

Momentum 

Vorticity 

Mass 

Heat/salt 

fxu+Vp=O 

Pz + gP = 0 
(7) 

fV . u + fly = F (8) 

V-u + w• = 0 (9) 

(u- V + wOz)½ = G •' (10) 

where p and p are the perturbation density and pressure, re- 
Spectively, and u = (u, v) and w are the velocities. Further, ½ is 
potential temperature 0 or salinity S or a functional of these 
quantities such as potential density or veronicity. The terms F 
and G q' represent turbulent fluxes of (relative) vorticity and of 
the tracer ½, respectively. 

Strictly speaking, inclusion of a mixing term in the vor.ticity 
balance is inconsistent unless a corresponding term is included 
in the horizontal momentum balance. We will, however, 
assume that geostrophy always remains a good approxi- 
mation, thus anticipating that vorticity mixing only contrib- 
utes on scales of motion much smaller than the radius of the 

earth. 

To introduce parameterizations for the mixing terms F and 
G •', we conceptually divide the ocean into an upper part where 
turbulent transports associated with surface forcing such as 
deep convection and wind stirring are dominant, and the re- 
maining interior layer where these transports do not contrib- 
ute to the mixing. More specifically, we assume that for the 
large-scale flows considered here, the source terms F and G •' 
may be parameterized by diffusion coefficients below a depth 
z = -D, the maximum depth of the bottom of the seasonal 
thermocline. Figure 1 displays the March mean depth of the 
top of the thermocline according to the atlas of Robinson et al. 
[1979, Figure 42] which we identify with D in this investi- 
gation. The explicit forms of the terms F and G •' as well as the 
functional ½ = ½(0, $) will be specified in the next section. 

3.2. The Parameterization of Mixing 

In descriptive oceanography and water mass analysis it has 
long been recognized [e.g., Montgomery, 1938; Reid, 1981] 
that "spreading" of scalars (which somehow includes advec- 
tion and mixing) should preferentially occur along surfaces of 
constant potential density, i.e., isopycnals. Nevertheless, dy- 
namical modelers have used parameterizations of mixing in 
terms of horizontal and vertical coefficients. The concept of 
isopycnal and diapycnal mixing (i.e., mixing along isopYcnals 
and across isopycnals, respectively) has remained at the stage 
of being proposed as a useful exercise [e.g., Solomon, 1971; 
Redi, 1982] (see, however, McDougall [1984]). 

One reason for the lack of response, at least for analytical 
models, is the inconvenient nonlinear structure of isopycnal 
and diapycnal diffusion terms introduced by the dependence 
of the diffusion tensor on the isopycnal Slopes. If, in the iso- 
pycnal coordinate system, diffusion along isopycnals is d e- 
scribed by an isopycnal coefficient At and diffusion across 
isopycnals by a diapycnal coefficient Ac, the diffusi øn tensor 
K u with respect to horizontal and vertical directions is 

Kij = Ai•ij q- (Ac -- At)• 10al 2 
(!1) 
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Fig. 9. Potential density • and veronicity v at levels 100 m (Figures 9a and 9b), 500 m (Figures 9c and 9d), 1000 m 
(Figures 9e and 9f), and 1500 m (Figures 9g and 9h). 
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Fig. 10a 

With potential density as tracer, i.e., •--a, the diffusion 
term is thus simply 

G" = •i(Ac•ia) • •3Ac•3 a (13) 

From the fi spiral scheme applied to a as tracer thus only the 
diapycnal coefficient A c can be determined. To obtain the iso- 
pycnal coefficient At, a tracer must be chosen that varies on 
iSopycnals such as temperature or salinity or a functional of 
these fields which is different from a. The isopycnal coefficient 
At enters the diffusion term in the form 

,---T ?_7, , o-..;_ ; --. 2000 I 
70 ø 60 ø 50 ø /.0 ø 30 ø 20 ø W 10 ø 

Z/m - 

1000- 

Fig. 10b 

•27 8• \x xx • •- 

54 ø N 

30 ø 2•1 ø N 10 ø 

0. {,4,10½1 n sin ½} (14) 

where (p is the angle between Oa and 0½ and n is the unit 
vector along the isopycnal. Apparently, if one wants to deter- 
mine At from data, this term should be made as large as 
possible by appropriate choice of the tracer tp = ½(0, S). The 
variable that maximizes the angle (p for given fields 0 and S is 
obtained as follows. Linearizing the functional relationships 
for the purpose of demonstration, 

one finds 

2000 

60ø sin (p = 

Fig. 10c 

01 \ • _____ lOOO._m.•. • •-'"• \ • • 5 0 /'• --- 
• / 276------ 

2000 [ 3-• I I I 
60 ø 50 ø •0 ø 30 ø 20 ø N 

Fig. 10d 

0 
I • •• -• • 27• 

•0004 

2000 I 
gO ø 30 • 20 • N •0 • 

10 ø 

Fig. 10e 

Fig. 10. Sections of potential density (solid lines) and veronicity 
(dashed lines) for the upper 2000 m: (a) 24øN, (b) 36øN, (c) 54øN, (d) 
30øW, (e) 58øW. 

a= -•0 +/•S 

½=70 + `5s 
(15) 

and the mixing term G •' in the tracer balance becomes 

G*'= •iKijOj Ip (12) 
Here we have used the notation xx, x2 for the horizontal 
coordinates and x3 = z for the vertical coordinate and 0 is the 
three-dimensional gradient operator • = •/•xj. 

Notice that the formulation (11) ignores certain effects of 
double diffusion, cabbeling and compressibility as pointed out 
by Kirwan [1983]. 

=,5 + fi7 O0 x OS 
[72(00) 2 -3- ,52(0S)2 -3- 23,,500. OS] •/2 ioal 

(16) 

Neglecting the term 2,5y00. OS in the denominator, we find 
that sin •b becomes a maximum for 

fi,5(OS) 2 -- =V(00) 2 (17) 

Introducing scales AO, AS according to the average variability, 
i.e., 

r<(øø)">l" r<(o,ø)=>l" 
L<(0s)yj (18) 

where angle brackets denote some appropriate averaging, we 
find the variable which on average has the maximum gradient 
on isopycnals' 

½ = v(O, S)= Eft(AS)20 + o•(AO)2S]/(AO AS) (19) 

This is the veronicity introduced in section 2.3. 
In a O-S diagram where 0 and S are scaled by A0 and AS, 

respectively, the variables a and v defined by (16) are orthog- 
onal straight lines. Stomrnel [1962] used these linearly inde- 
pendent variables in an analytical model of the oceanic O-S 
curve. Veronis [1972] gave a polynomial representation of v(O, 
S) now defined as the set of curves which everywhere is locally 
orthogonal to the curves a(O, S)= const in the (scaled) O-S 
diagram. We will use these variables, potential density a(O, S) 
and veronicity v(O, S), for the investigation of the role of 
mixing. 

Mixing of vorticity will only be considered as due to vertical 
transport of horizontal momentum so that the mixing F in the 
vorticity equation is 

F = [A(v:,- uy),], (20) 

where A is the eddy coefficient. Horizontal eddy transport of 
vorticity will not be incorporated, since it causes the fi spiral 
problem to be nonlocal (in the sense that reference velocities 
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and mixing parameters at each horizontal position can no 
longer be determined independently). 

3.3. Some Aspects of t• Spiral Dynamics 

In the interior layer we attempt to infer the absolute veloci- 
ty profile from a/• spiral scheme. The aim of this method is 
the calculation of the absolute velocity from local gradients of 
measured ocean properties, such as temperature, salinity, or 
other tracers. There are various ways to devise a scheme for 
this purpose on the basis of the conservation equations (7)-- 
(10). Because of noise in the observations the solutions for the 
absolute velocity differ depending on which equations are sat- 
isfied exactly and which are only approximately satisified in a 
least squares sense. To consider the scheme which we use in 
the remainder of this paper within the framework of previous 
• spiral methods, we give a brief survey of some of these 
schemes. 

The fl spiral schemes are not directly based on the momen- 
tum balance (7), since the determination of the pressure is a 
nonlocal problem. Also, the continuity constraint (9) relates 
the velocity at different horizontal positions. A local diag- 
nostic problem that contains only vertical derivatives and re- 
lates only velocity and density is obtained by eliminating the 
pressure in (7) and the horizontal divergence between (8) and 
(9). This yields the thermal wind relations 

uz = (g/f)PY (21) 
vz = -(a/f)P•, 

and the local form of the vortex stretching equation 

w• = • v - F/f (22) 
One may replace this by a potential vorticity equation 

F 

(u.V + w OOQ =• Q + f G• + gJ•,y(p, ½) (23) 
where Q =f½• is a potential vorticity and J•,y is the Jacobian 
operator with respect to x and y. Equation (23) is obtained by 
vertical differentiation of (10) and use of (21) and (22). Notice 
that while (23) is valid for any tracer governed by (10), we later 
use Q =fa z as the potential vorticity (cfi equation (47) below). 

With p and ½ given from observations the equations (10), 
(21), and (22) (or (23)) give four relations for the three velocity 
components. So obviously, a unique solution to the diagnostic 
problem does not exist. Indeed, as shown by Olbers and Wille- 
brand [1984], one can generate a hierarchy of relations which 
expresses the three velocity components in terms of density 
with increasing order of derivatives involved. The lowest order 
is Needler's formula [Needler, 1985]. The u component is ob- 
tained by eliminating w between (10) and (23), which yields 

uJx•(Q, ½) + vJ•(Q, ½) 

= ½•Q(G/½•)• + Fez 2 + gJx•(P, (24) 

Dividing by J•(Q, ½), taking the derivative with respect to z, 
and eliminating uz and v• by (21) then yields u in terms of the 
gradients of p and ½ up to third order. Representations for v 
and w are obtained correspondingly. Obviously, one can con- 
tinue this procedure to express the velocity in terms of even 
higher gradients. However, unless p and ½ are not incidentally 
part of an exact solution of the entire dynamical problem, the 
resulting velocity profiles will not be compatible with all four 

equations (10), (21), and (22) of the/g spiral dynamics, nor will 
the successive steps of the hierarchy yield identical results. 

Closed expressions for the absolute velocity vector obtained 
from/• spiral dynamics contain at least third-order derivatives 
of the ½ field. If p and ½ are taken from observations, they 
contain noise which generally will be enhanced by differ- 
entiation. The/• spiral schemes do not use more than second- 
order gradients of the ½ field. Indeed, (24) is the /g spiral 
equation of Storereel and $chott [1977], Behringer [1979], and 
others in its most general form. If the thermal wind relations 
(21) are integrated from some reference level z = Zo in the 
form 

g dz' py • -'- •0 q- •r -'- •0 q- 7 o 
(25) 

v = v o + v, = v o -- • dz' p•, •lzo 

the unknown reference velocities u o and Vo may be obtained 
by inserting (25) into (24) and considering the resulting equa- 
tion at two different levels. This yields two equations for the 
two unknowns Uo and Vo. In practice, because of noisy data a 
more stable solution is obtained by evaluating (24) at more 
than two levels and determining Uo and Vo from the resulting 
overdetermined set of equations by a least squares principle. 
The profiles of horizontal velocities then follow from (25), and 
the vertical component can be calculated from the •p balance 
(10), i.e., 

w = {G - u- V½}/½• (26) 

The solution obtained in this scheme satisfies exactly the ther- 
mal wind relations (21) and the tracer balance (10), but the 
velocity profiles do not reproduce the linearized vorticity 
equation (22) as well as the potential vorticity balance (23). 
The philosophy behind this approach is thus to believe in the 
correctness of the thermal wind relations and the tracer bal- 
ance but to allow inaccuracies in the linear vorticity balance 
to make the solution unique. This concept seems to agree with 
the fact that (22) is linearized and thus to some degree inaccur- 
ate: the omitted nonlinear terms in this equation are indeed of 
order RoR/L < 1 relative to those retained, where Ro is the 
Rossby number, R the radius of the earth, and L the horizon- 
tal length scale of the flow. The omitted terms in the thermal 
wind balance are of order Ro compared to those retained, i.e., 
much smaller (L/R • 0.2) than those in the vorticity equation. 

However, inaccuracy of the equations is only one part of the 
disparity which may occur with a diagnostic use of the/• spiral 
dynamics. The method uses observed density and tracer data 
which generally are inaccurate as well. Individual hydro- 
graphic sections contain noise from internal waves and synop- 
tic scale eddies. In a climatological averaged field this noise 
will be reduced but not eliminated. Further, an objective 
analysis will have to interpolate into data-poor regions. We 
thus have to anticipate inaccuracies in the velocity estimates 
arising from the noise in p and ½. In particular, the estimate of 
w from (26) will be biased because of the nonlinear form of this 
equation. 

To be more specific, let p and ½ contain noise 6p and 
respectively. For the highly averaged data set which we will 
use, the scales of the noise will be comparable with the scales 
of the flow itselfi The thermal wind relations imply an error 

{6u, 6v} = 0(-• {6p•, 6p•,}) (27) 
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Fig. 11. Profiles of vertical velocity w. Solid lines represent w 
computed from the linear vorticity equation (22), and dashed lines w 
computed from the tracer balance equation (26). 

for the horizontal velocities, where H is the vertical scale of 
the flow. From the tracer balance (26) the error in the vertical 
component becomes 

(6w)r,s = 0 -• [6p,, 2 + 6p•, (28a) 
The estimation of w from the vorticity balance (22) implies an 
error 

fi H 
(28b) 

so that 

((•W)r B 0 [•px 2 q_ •py211/2' •< 0.2 (29) 
The error in the estimate of w from the vorticity balance is 
thus considerably lower than that from the tracer balance, 
especially when zonal gradients can be estimated more accu- 
rately than meridional gradients. Consideration of the bias 
due to nonlinearities in both equations supports this con- 
clusion. 

Apparently, though we tend to believe more in the dynam- 
ical accuracy of the tracer balance than that of the linearized 
vorticity balance, the data noise introduces a smaller error in 
the latter when estimating w. Thus we should calculate w from 
the vorticity balance rather than from the tracer balance. A 
hint toward this concept can be found in a comparison made 
by Behrinqer [1979, Figure 4]. Behringer calculated w from 

the tracer balance (26) and compared the result with the inte- 
gral of the linear vorticity equation (22). While the first profile 
looks rather noisy, the result from the vorticity equation is 
very smooth. This feature is demonstrated in Figure 11, which 
compares the two profiles for w at two sites. As tracer we used 
potential density. It should be noted that particularly near 
surface and deep, estimates of w contain noise. Its origin is 
presumably different. Close to the surface, potential density is 
not conserved, so that w picks up all the inaccuracies which 
arise from neglecting the proper nonadiabatic terms in (26). 
The discrepancy in the deep values is most likely due to inac- 
curacies of the gradient estimates which directly affect w in 
(26) but appear to be smoothed in the vorticity balance by 
double integration. The fi spiral scheme formulated in the next 
section is based on preceding error analysis. However, we 
would like to emphasize already here that the determination 
of w remains an unsatisfactory aspect of the method. As dis- 
cussed in section 4.3, the vertical velocity cannot be estimated 
independently of other parameters. 

The above considerations show that exact solutions of the 

four equations (10), (21), and (22) for the three unknown veloc- 
ity components normally do not exist and that results such as 
Needler's formula [Needler, 1985] or • spiral solutions are 
obtained by ignoring the exact validity of one (or one combi- 
nation) of these equations. The question arises concerning the 
validity of the equations (7)-(9) describing the complete dy- 
namics. With u and v obtained from the integrated thermal 
wind relations (25) and w satisfying the vorticity equation (22), 
the continuity constraint requires that the reference velocities 
satisfy 

+ (fvo) - r = o (30) 

If the friction had been retained in (7) the condition (30) would 
also guarantee the existence of a pressure field. In general, 
however, a local estimation of Uo and Vo will not satisfy (30), so 
that the velocity field obtained by combining such local fi 
spiral results will neither be mass conserving nor be exactly 
geostrophically balanced. 

3.4. The • Spiral Scheme and 
Its Formal Solution 

We now introduce a fi spiral scheme which takes account of 
the above considerations. In this scheme the vertical velocitiy 
will be obtained from the integrated vorticity equation 

1 dz'{fiv- F} (31) W=Wo q_7 o 
Using (20) and (25), this may be expressed entirely in terms of 
the reference velocities and the density field. Thus the mixing 
term contributes 

fz • g [ ( fi )]• (32) 1 dz, F=7.• A V2p_Tpy f 0 ZO 

Inserting (31) and the integrated thermal wind relations (24) 
into the tracer balance (10), we find 

[ fi(z--zø)] +wøtpz+M-b (33) .oCx + + ½z 7 
where M collects the mixing terms 

M=G--•½z dz' F (34) 

 19449208, 1985, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/R

G
023i004p00313 by M

PI 348 M
eteorology, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



OLBERS ET AL.: NORTH ATLANTIC CIRCULATION PATTERNS 331 

which may be expressed in terms of the mixing coefficients A o 
At, and .4 and field gradients. Further, b is the baroclinic term 

b = 7 ½' dz' p - ½, dz'(z'- dzO dzO 

(35) 

Equation (33) relates at each level z three unknown reference 
velocity components Uo, Vo, Wo and the mixing parameters to 
the known gradients of the fields p and •p. If we allow an 
imbalance e(z) on the right-hand side, we can construct a least 
squares solution. This will be described below. Notice at this 
point that in contrast to the scheme described in the previous 
section this scheme involves only first-order gradients of the 
data. This has been achieved by increasing the number of 
unknowns by one. 

To formulate the least squares problem of constructing the 
reference velocities Uo, Vo, Wo and the mixing coefficients .40 
At, and A from data, we assume that the fields p and •p and 
their derivatives p•,, py, ½•,, ½y, and ½: are given at several 
levels z = zj, j = 1, ..., N. Then (33) may be written in the 
form 

Djkpk -- bj = 0 j = 1, ..., N (36) 

where Djk and bj are coefficients of the unknown parameters 
and baroclinic terms evaluated at the levels zj, respectively, 
and pn, k -- 1, ---, L are the unknown parameters Uo, Vo, Wo, 
A c, At, and A or any subset of these. Physically meaningful are 
only those solutions of (36) which have positive diffusion coef- 
ficients, so we require that a condition 

B•t Pt-> 0 k = 1, "', L (37) 

is satisfied where the matrix Bnt is defined appropriately. 
Techniques for obtaining solutions to the overdetermined 

system (36) (in general we have N > L) subject to constraints 
of the form (37) can be found, for example, in the work by 
Lawson and Hanson [1974], also briefly described (for the un- 
derdetermined system) by Wunsch and Minster [1982]. A least 
squares solution to (36) is constructed by the method of singu- 
lar value decomposition or, equivalently, by using the gener- 
alized Moore-Penrose inverse. In addition, we have applied a 
weighting of the equations (36) in the form 

w•/eDp = w•/eb (38) 

by a positively definite symmetric matrix W •/2, the rationale 
of which will be discussed later. Furthermore, a resolution 
control is incorporated as described, for example, by Wiggins 
[1972] and Wunsch [1978]. 

To be more specific, consider the generalized inverse of 
W•/ID in the singular value decomposition 

• 1 

(Wl/2D)ol- 1 -- • + k= • V•,U•, (39) 
where the )l•, 2 are the eigenvalues of D+WD and the N- 
dimensional U•, and L-dimensional V•, are defined by the cou- 
pled eigenvector problems 

D +WX/2U• = •kV• 
k= 1, .-., L (40) 

W•/2DVt• = J,t•Ut• 

If D +WD is singular, only contributions with nonzero/lk are 
included in the sum (39). Then the rank of (WX/2D)oi is less 
than L, and the parameters become linearly dependent. In 
practice, even with appropriate scaling of the parameters the 

eigenvalues/ln may span several decades and decay exponen- 
tially, so that it is very difficult to distinguish between very 
small eigenvalues and zero eigenvalues. The contributions 
from the low /l•, may lead to an unacceptably large amplifi- 
cation of the data noise in the parameter variance. In this case 
the resolution of the parameters from the data leads to the 
necessity to rely on the data noise, or, in other words, in the 
attempt to resolve more and more parameters, information 
will increasingly be drawn from the noise structure in the data. 
On the other hand, if we cut off more and more terms in (39), 
the parameters become more and more dependent; i.e., the 
resolution decreases. Apparently, there is a trade-off between 
resolution and variance of the parameters which is controlled 
by the range of the/l•,. Replacing (39) by the "tapered cutoff" 
version 

(W•/2D)ol -• = • (41) •= )lk 2 + )lc 2 V•U• + 
we thus can control the variance of the parameters on account 
of the resolution by the value of/l c. This will be seen below in 
the expression (45) of parameter covariance matrix computed 
from (41). The results of our fi spiral fit described in the next 
section were obtained with /lc 2 = 10-3 x max (/l•2). Apart 
from the tapered cutoff modification the LSI/LDP algorithm 
of Lawson and Hanson [1974, p. 158] was used to find the 
least squares solution of (38) subject to the inequality con- 
straints (37). 

A rationale for considering the least squares solution of the 
overdetermined system can be given in terms of compu- 
tational errors in the coefficients Dj• and bj resulting from 
inaccurate data. Also, errors may arise from incorrect assump- 
tions about the /• spiral dynamics. In the presence of such 
inconsistencies the best solution for the reference velocities 

and mixing parameters is considered to be the one minimizing 
some positive definite norm of the residuals e• = D•kp•- bj, 
such as 

N 

•2.•_.• E •iWij•j (42) 
i,j= 1 

with a weighting matrix W o. The geometrical and statistical 
aspects of such an approach have been outlined, for example, 
by Olbers et al. [1976] and Mti'ller et al. [1978]. It is useful to 
interprete W 0 as a metric in an N-dimensional space and the 
least squares problem as the minimizing of the square distance 
e2 of the vector N-dimensional b = (bj) to the model vector 
(Dj•pn) which lies on the L-dimensional hyperplane spanned 
by the L vectors (Din), k = 1, --., L. 

The choice of the metric represents a subjective element in 
the analysis which formally sets all linear schemes based on 
the same fi spiral dynamics equivalent. This is discussed in 
detail in Appendix B for the schemes employed by Stomrnel 
and Schott [1977], Behringer [1979] and Behringer and Stom- 
reel [1980]. The pure formality of such an equivalence, how- 
ever, should be emphasized, since the performance of different 
weighting with respect to the ability to extract the information 
contained in the data may be quite different. 

If the maximum likelihood principle is to be applied, the 
metric must be chosen as the inverse of the covariance matrix 

(•ej) of the residuals (angle brackets denote ensemble 
averages). A simpler diagonal metric has been investigated by 
Mfiller et al. [1978]. The metric W o = 6ow(j ) with 

Wj--" (•j)2 (•j)2(•k)2 j (43) 
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Fig. 12. 

ZIm 
,ooo ,, /I, 

I0 -• 10 4 10 0 
] 

I0 • I0 • 

Profiles of the basin average of the variances (ej2) (relative 
units). The weighting wo• is the inverse of (e•2). 

weights the residuals with their rms standard deviation and 
with an integral measure of their correlation with the residuals 
at the other levels. Thus strongly correlated data are weighted 
less than uncorrelated data. The metric (43) can be shown to 
be the closest approximation (in a least squares sense) of a 
diagonal metric to the maximum likelihood metric. The evalu- 
ation of (43) still meets practical difficulties, as the correlation 
structure of the data is rather poorly known. However, if one 
assumes that the vertical correlation scale l• at level j is large 
compared to the distance from neighboring levels in the data 
set, a coarse approximation to the sum of correlations would 
be the number levels within the correlation scale, or lffAh.i, 
where Ah• is the vertical separation of the levels. Then (43) 
becomes 

Ah• (44) 

For each 10 ø square the variance (•-) at each level z• has 
been estimated by a Monte Carlo simulation by generating 
random ensembles for the density and tracer fields, respec- 
tively, with the prescribed horizontal correlation behavior of 
the data gradients discussed in Appendix A. A mean variance 
profile was obtained by averaging over all 10 ø squares. This 
mean variance profile was finally used to construct the weight- 
ing (44) shown in Figure 12. Notice that the variances 
strongly decrease from the surface with increasing depth. This 
structure follows the pattern of natural variability in the data, 
which is large in the upper ocean and decreases with depth. 

The effect of nonuniform correlation length li was investi- 
gated extensively with li decreasing or increasing with depth, 
but finally l• was taken constant, since the range of levels 
utilized for the fitting procedure was divided again for reasons 
discussed in the next section. 

Parameter estimation is only one aspect of a statistical least 
squares procedure. Estimating the parameter variances and 
correlations and, more important, testing the model validity 
are the second step of this method [e.g., Miiller et al., 1978]. If 
we ignore the fact that the matrix D, relating the vector b of 
bareclinic terms to the parameter vector p, itself is a random 
quantity, one obtains the parameter covariances from 

(Op Op + ) - (D +WD)o,- • 
N--L 

= N---•-- L (•.•,2 q_ •.c2)2 VkVk + (45) 
This relation holds exactly if the weight matrix W is taken as 
the inverse of (6b 6b+> according to the maximum likelihood 
principle. For the diagonal weights (44) this formula is still 
approximately correct if the number of levels N is replaced by 

the number of uncorrelated levels. To account for errors in D, 
we will assume that (45) underestimates the variances by a 
factor of 2 but that the correlation structure of the parameters 
is not influenced. 

Model validity can be investigated by performing, for exam- 
ple, a confidence test on the quantity e2 [cf. Miiller et al., 
1978]. Again, the information was not available to obtain the 
distribution parameters of e2, and we had to abandon this 
approach. Instead we will have to check the validity of our 
results by comparing a priori knowledge of the North Atlantic 
circulation with the resulting pattern of the velocity field and 
of the mixing parameters. 

3.5. Modeling Strategy 

The results obtained by applying the above described fi 
spiral scheme to the North Atlantic part of Levitus' [1982] 
atlas will be presented in section 4. The calculations were 
performed as follows. 

Temperature and salinity were used to compute in situ den- 
sity and the tracer variables potential density a(O, S) (referred 
to surface pressure) and veronicity v(O, S). The horizontal 
gradients were estimated by central differences over 2 ø . This 
narrow spacing turned out to be necessary close to the coasts, 
where the isolines of the tracer frequently crowd. Away from 
the coasts, because of the smoothness of the data analysis the 
estimations of the gradients are relatively stable with respect 
to the spacing over which the differences were taken. This, 
however, is not true in the deep part of the water column, in 
particular in the vicinity of topographic features such as the 
Mid-Atlantic Ridge. Here the horizontal gradients were unsta- 
ble with respect to variation of the spacing and assumed in 
some places unrealistically high values. As a consequence of 
this behavior the results of the fi spiral fit (i.e., the reference 
velocities) critically depended on the vertical extent of the data 
profile if this dropped below 2000 m. The limited accuracy of 
the estimated field gradients has already been discussed in 
section 2.1. For this reason we discarded data from below 

2000 m from the least squares fit (although velocity profiles 
shown below extend to deeper levels). The upper limit of the 
profile length was chosen as the maximum depth D of the top 
of the thermocline as shown in Figure 2.1. In higher latitudes, 
where D takes values of 900 m, about 10 levels remain for the 
least squares fit; in lower latitudes, with D of the order of 200 
m, the number of levels is about 15-20. The vertical spacing of 
the levels in the interval from D to 2000 m is Ah = 100 m for 

D >_ 300 m' for shallower D _> 150 m the spacing is Ah = 50 
m. 

The model outlined in the preceding section contains six 
parameters' the three reference velocities Uo, re, and w o and 
the diffusivities Ac, A•, and A. So far, we have assumed these 
mixing parameters to be constant with depth, but at least for 
the diapycnal diffusivity Ac (see, for example, Gargett [1984]) 
a depth dependence seems to be well established. But also the 
other two diffusivities are expected to vary with depth. The 
vorticity mixing described by the coefficient A should be more 
effective in the upper part of the analyzed depth interval where 
the pool of constant potential vorticity is located [Rhines and 
Young, 1982]. Also, the isopycnal coefficient A• should be dif- 
ferent for water masses in the Mediterranean tongue or out- 
side. 

In principle, a depth-varying coefficient could be handled by 
introducing more parameters describing the profile. However, 
we decided instead to break up the depth interval into two 
subsets, -D>_z>_--800 m and -800 m>_z>_-2000 m, 
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Fig. 13b 

Fig. 13. Condition index of matrix D+WD for a model with no diffusion. The depth range is (a) D-800 m and (b) 
800-2000 m. Shaded areas show condition index below 10-3 
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Fig. 14. Zonal reference velocity u o computed from the depth range D-800 m (units are centimeters per second): (a) no 
truncation and (b)with truncation ;to 2/;tmax 2 = 10 -3 (cf. equation (41)). 
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with about the same number of levels over most of the area 

and to fit constant diffusivities to these subsets. The reason for 

this strategy can be taken from Figure 13, showing the con- 
dition of the matrix D +WD computed for the depth ranges 
given above for a model with no diffusion at all. The matrix 
condition is here defined as the ratio of the smallest eigenvalue 
to the largest eigenvalue, i.e., min (,•,2)/max (,•,2). In contrast 
to the lower subset the determination of the reference veloci- 

ties appears as an ill-conditioned problem in the upper set of 
levels (Figure 13a), as the condition index is below 10-3 over 
most of the domain. Inclusion of the mixing terms does not 
change this situation. 

As we have explained in the previous section, the inverse of 
the condition index reflects the variances of the estimated pa- 
rameters: if the condition index is low and not kept under 
control by a suitable cutoff value 2c 2 as indicated in (45), the 
parameters tend to collect data noise, and the estimates 
become useless. If we switch on the variance control, however, 
by choosing 2c 2 appropriately, the parameter estimates 
become dependent, and we are able to determine only two (or 
even one) linear combinations of the three reference velocities. 
An example for this singular behavior that is typical for most 
of the low-index area in Figure 13a can readily be given. 
Suppose that the gradient of the • field does not turn rapidly 
enough with depth, e.g, if •,, is very much smaller than •y. In 
this case it is impossible to get a reliable estimate of u0 from 
(33). In the framework of the least squares solution this is 
reflected in the singularity of D +WD: one of the eigenvalues 
will be much less than the others. If one nevertheless attempts 
to resolve u0, all parameters will be spoiled by data noise. If 
the cutoff is used, u0 is essentially constrained to its initial 
value, and the remaining parameters are resolved unless their 
variances become larger for other reasons. This basic type of 
singular behavior occurs, of course, for other orientations of 
the • gradient. This is immediately evident if (33) is written in 
the form 

0•p fi (Z--Zo)•+M=b 7 (46) 

where !a is the direction normal to the •p = const surfaces. 
Since the second term in (46) is O(L/R) compared to the first, 
the equation essentially constrains only the normal velocity 
component u0 ß p, and if !a does not turn with depth, the deter- 
mination of the three reference velocities becomes a singular 
problem. 

The situation described above is clearly elucidated in Figure 
14, showing the u0 field obtained from the upper subset corre- 
sponding to the condition index in Figure 13a. In the result 
shown in Figure 14a the matrix was not truncated. Figure 14b 
gives the result for truncation with 2c2= 10 -3 max (,•k2), 
which essentially affects the solution in the shaded domain of 
Figure 13a. South of 30øN the isopycnals have predominant 
zonal orientation. Consequently, the resolution of u0 makes 
the determination of the reference velocities ill conditioned, 
leading to the unrealistic large zonal velocities in Figure 14a. 
In the truncated case (Figure 14b) these are clearly reduced to 
values closer to the initial value u0 = 0 at z0 = -2000 m. 
Notice, however, that unless this initial guess of u0 (or, equiva- 
lently, the depth of the reference level z0) has been chosen in a 
meaningful way, it is not evident at all that the truncated 
solution is better than the untruncated one. Thus without a 

priori knowledge about the parameters which are not suf- 

ficiently constrained by the model the truncation method does 
not give by itself meaningful results. 

Other major differences between the untruncated and the 
truncated cases occur along the path of the Gulf Stream and 
its extension, where Figure 13a also indicates a poor condition 
of the matrix. Again there is no substantial turning of the 
gradient of potential density (see Figures 9c and 9e). The un- 
truncated solution (Figure 14a) shows a broad westward flow 
of unrealistic large velocity at the reference level of 2000 m. In 
this solution the level of no motion in the Gulf Stream region 
would be well above 1000 m depth. The truncation breaks up 
this structure in several blobs with lower velocity values, and 
the level of no motion drops significantly below the 1000-m 
level. There are other features in both of these solutions which 

do not agree with traditional concepts of the circulation; for 
example, the vertical velocities do not decay with depth but 
get unrealistic large values in the deep ocean (of the order of 
10-3 cm s- • at the 2000-m level). We should emphasize again 
that this deficiency cannot be overcome by inclusion of the 
mixing terms. 

Apart from the case discussed above in which one compo- 
nent of the •p gradient becomes small, there may be more 
severe configurations leading to singularity of the matrix 
D +WD. A prominent candidate is the pool of homogeneous 
potential vorticity [Rhines and Young, 1982]. Maps of poten- 
tial vorticity fa• on isopycnals have been computed by 
McDowell et al. [1982] and Holland et al. [1984] (their Figure 
4 is based on the Levitus [1982] data set). The maps show that 
fa= is almost uniform on isopycnals below the mixed layer 
down to a depth of about 600 m in the subtropical gyre. In the 
form (24) of the//spiral equation used by Schott and Storereel 
[1978] it is most obvious that the determination of the refer- 
ence velocities degenerates to a singular problem: both coef- 
ficients J=(f%, •) and Jy•(fa•, •) vanish. Of course, our ap- 
proach based upon (33) also becomes singular, as can be 
shown by a detailed analysis of the resulting D +WD. It is 
indeed a well-known property of the thermocline equations 
(7)-(10) that for f% being constant on •, solutions can only be 
given up to an arbitrary barotropic flow. This statement, first 
proved by Needier [1972], is reflected here in the singularity 
of D + WD. Notice furthermore that additionally the baroclinic 
term b given by (35) becomes very small in the pool of homo- 
geneous potential vorticity: with • being almost identical to p 
one gets b = O(L/R) compared to the values outside the pool. 

The difference in the performance of the//spiral technique 
in response to shallow and deeper hydrographic data emerged 
already in previous attempts to obtain current profiles at 
single locations [Schott and Stommel, 1978; Behringer, 1979; 
Schott and Zantopp, 1980; Behringer and Storereel, 1980; Lind- 
strom et al., 1980]. We attribute the problem to these singular- 
ities. There is little doubt that the data of the upper subset are 
unable to resolve the model parameters in a physically mean- 
ingful way; i.e., though formally being overdetermined, the 
model equations (36) do not sufficiently constrain the reference 
velocities. This does not imply that the assumed dynamical 
balance, i.e., the//spiral model, is wrong in the upper range of 
levels. 

From these considerations we are led to the strategy of 
determining the reference velocities exclusively from the 
deeper levels. The upper subset is only used for estimating a 
possible depth dependence of the mixing coefficients. To be 
more specific, the final results presented in section 4 were 
obtained by the following steps: 

1. The balance of potential density • in the deeper subset 
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Fig. 15. Reference velocity (a) u o, (b) Vo, and (c) w o. Units are 10 -2 m/s for Figures 15a and 15b and 10 -6 m/s for Figure 
15c. Negative values are shaded. 
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of levels was used to determine the reference velocities u0, v0, 
and w 0 and the deep values of the diapycnal diffusivity A c and 
the vorticity diffusion coefficient A. 

2. The balance of veronicity v in the deeper subset of levels 
was used to determine the deep value of the isopycnal diffusi- 
vity A t. 

3. The upper subset of data was used to determine upper 
values of the diffusivities, again A c and A from the a balance 
and A t from the v balance. 

This strategy arises as the most effective separation of the 
entire estimation problem into subdivisions. There are, of 
course, other strategies, e.g. combining the a and v data in the 
corresponding subsets or even estimating all parameters in 
one run. After many trials, however, it turned out that the 
above scheme over all yielded the lowest parameter variances. 

4. THE CIRCULATION PARAMETERS 

In this section we will present the resulting circulation pa- 
rameters of the North Atlantic obtained by the methods out- 
lined in the preceding sections. We rather tend to refer to 
these parameters as properties of the Levitus [1982] data set, 
since it is by no means obvious to what extent they represent 
properties of the actual circulation of the North Atlantic, even 
if we restrict our view to the long-term time-averaged flow. 
The sparsity of the original data base contributes to this un- 
certainty, but there are also some methodological aspects of 
our fl spiral approach which oppose a simple interpretation of 
the individual parameter estimates in terms of a large-scale 
flow field. Indeed, ofice the reference velocities and the mixing 
parameters are determined, we may obtain velocity profiles 
from (24) and (31). The individual stations may then be com- 
bined, but the result is not strictly a physical flow pattern, 

since such an elementary constraint as continuity is not satis- 
fied. A further inconsistency is the spatial variability of the 
resulting diffusion coefficients, which has not been considered 
in the equations. We will, however, ignore these inherent in• 
consistencies in the following discussion. 

4.1. Reference and Absolute Velocities 

The reference velocities Uo, Vo, and Wo are presented in 
Figure 15. We recall that these velocities refer to the depth of 
2000 m. It should be noted how small these velocities are: Uo 
and Vo do not exceed a few millimeters per second, and Wo is 
of the order of 10-5 cm/s. These values are at least an order of 
magnitude smaller than the corresponding velocities near the 
surface (cf. Figures 6a and 7a). Standard deviations of the 
reference velocities are shown in Figure 16. They are generally 
large in regions of increased oceanic variability (measured by 
the (e2) contribution in (45)) and low values of the matrix 
condition. Notice that the Uo error reflects the low matrix 
condition south of 30øN, while the other two components 
appear to be unaffected. We have explained in section 3.4 how 
this feature arises through the relatively uniform orientation of 
the density gradients. 

The reference velocities are generally larger than the corre- 
sponding standard deviations, though in many places, in par- 
ticular for Uo and Wo, the excess is relatively small. If the 
reference velocities (or one component) cannot be dis- 
tinguished from zero, the data noise is too large to distinguish 
the true reference level from the initially chosen level of 2000 
m. The /? spiral method is in principle independent of the 
initially chosen reference level; i.e., the resulting absolute ve- 
locity profile does not depend on this choice (except for possi- 
ble effects of truncation). Thus taking, for example, the surface 

 19449208, 1985, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/R

G
023i004p00313 by M

PI 348 M
eteorology, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



338 OLBERS ET AL.' NORTH ATLANTIC CIRCULATION PATTERNS 

90 ø 350 •0 o <5 • 300 •15 • 0 • 
30 • 

GO ø 

450 

300 

•5 ø 

0 o 

900 

•u o 

3.3 

350 60 o 450 300 '5 o 

Fig. 16a 

W 0 ø 

30 ø 
N 

60 ø 

450 

300 

'5 o 

0 o 

90 ø 950 60 ø 450 300 '50 0 ø 
900 30 ø 

N 

8v o 

60 ø 60 ø 

450 450 

300 300 

'5 o -5 o 

0 o 0 o 

90 ø 95 o 60 ø 45 o 30 o '5 ø W 0 ø 

Fig. 16b 

Fig. 16. Standard deviation of the reference velocity component (a) Uo, (b) Vo, and (c) Wo. Shaded areas show where the 
standard deviation exceeds 0.3 cm/s (Figures 16a and 16b) or 0.3 x 10 -'• cm/s (Figure 16c). 
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as initial level z 0, the reference velocities would certainly 
exceed their standard deviations, but the absolute profiles 
would be identical. Expressed in other words, the standard 
deviations apply not only to the reference velocities but also 
to the absolute velocities at each level. 

Because of the smallness of the reference velocities the pat- 
tern of the absolute velocities in levels above roughly 1000 m 
is hardly distinguishable from the geostrophic velocities rela- 
tive to 2000 m shown in Figure 6. To supplement these vector 
plots, we present maps of the absolute velocity vectors for the 
depths 2000 m, 1500 m, and 500 m in Figure 17. Whereas the 
500-m level shows a smooth flow pattern, we are faced with a 
relatively noisy field at the deeper levels, especially when ap- 
proaching the equatorial region (notice the difference in the 
vector scale). However, at all levels there is clear indication of 
the basic current systems. We will discuss these in some detail. 

The dominant feature on the 2000-m map (Figure 17a) is 
the flow structure along the western boundary, originating 
from the Norwegian Sea overflow. After passing the region of 
the Gibbs fracture zone at about 50øN, 30øW the current 
splits. The northern branch takes a counterclockwise course 
around the southern Labrador Sea and then flows around 

Newfoundland to join there with the southern branch. These 
waters form the southeastward flowing deep boundary current 
which extends all along the western boundary and carries 
water into the South Atlantic. The velocities of this flow are 

about 0.5 cm/s, and the width is 300-400 km. The observa- 
tional evidence of this entire flow system has recently been 
summarized by Warren [1981] and Reid [1981]. The latter 
description made reference to Defant's [1941] calculation of 
the geostrophic circulation on the basis of the Meteor data. 
Defant's map of the absolute flow at 2000 m (reproduced by 

Reid [1981]) is indeed strikingly similar to our result. Besides 
the agreement of the pattern of the deep western counter- 
current, both maps show similar current structures in the east- 
ern basin. Both maps also agree on the north-southward alter- 
nating current structure between 20øN and 30øN east of the 
Mid-Atlantic Ridge and the low-velocity regions south of the 
Azores. In the western basin, away from the boundary current, 
the flow fields by and large disagree. Our result yields a 
narrow northeastward recirculation at about 30øN, 70øW and 
east of this a basically southeastward flow. 

At the 1500-m level (Figure 17b) there is a strong boundary 
current south of 35øN off the North American coast. The rest 

of the flow appears rather patchy, with regions of stronger 
currents interrupted by almost motionless water. At 1000 m 
depth the current direction in the Gulf Stream-North Atlantic 
current region is essentially reversed (cf. Figure 6b), so that the 
level of no motion in agreement with the classical conceptions 
lies here between 1500 m and 1000 m. 

Figure 17c displays the circulation in the main thermocline, 
which closely conforms with the wind-driven circulation gyres 
of the Sverdrup regime. The map is dominated by a broad 
Gulf Stream leaving the North American coast at about 35øN 
and turning almost eastward to a branching point at 45øW. 
The extremely large width of this current (about 800 km) as 
well as of the other currents in the surface layers is most likely 
caused by the time averaging of highly variable current mean- 
ders and the surrounding eddy field. Notice that the deep 
western boundary current in Figure 17a is much narrower, 
though it is presumably broader than the instantaneous Gulf 
Stream. The northern branch of the Gulf Stream extends into 

a broad, fan-shaped North Atlantic current system which fills 
the entire North Atlantic north of 40øN and east of 40øW. It is 
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Fig. 17. Absolute horizontal velocity at (a) 2000 m depth, (b) 1500 m depth, and (c) 500 m depth. 
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separated from the southern branch by a pool of stagnant 
water around the Azores. 

The southern branch of the Gulf Stream splits again into a 
broad eastward flow between 30øN and 35øN toward Gibral- 

tar and into the branch which partly forms the large recircula- 
tion cell of the subtropical gyre. This gyre shrinks in its north- 
south extension with increasing depth (see also Figure 6a for 
the 100-m depth flow). Notice that our solution also exhibits 
the tight recirculation cell on the western side of the subtropi- 
cal gyre which was revealed in many earlier studies [e.g., Jac- 
obsen, 1929; Storereel et al., 1978; Reid, 1978]. Finally, we 
want to point out the existence of the northern cyclonic gyre, 
which is much weaker than the subtropical gyre but clearly 
visible down to 500 m depth. 

The circulation pattern described above by and large con- 
firms the classical concepts of the circulation in the North 
Atlantic. In general, the currents are too weak and broad, but 
the overall structure agrees favorably with the traditional re- 
sults. The baroclinic structure of the flow can be directly in- 
ferred from the velocity distribution along some sections, 
which is displayed in Figure 18. The figures present the veloci- 
ty component normal to these sections so that the results can 
be compared with geostrophic calculations based on a level of 
no motion or with results of Wunsch's inverse method 

[Wunsch, 1978; Wunsch and Grant, 1982]. For this reason we 
chose sections with actual hydrographic stations (except for 
the section 30øW). 

In some of the sections, e.g., 24øN, 53øN, 59øN, and 57øW, 
there is indication of almost horizontal levels of no motion. In 

many respects they look similar to Defant's choice of the refer- 
ence surface [Defant, 1941], decreasing from south to north as 

evident in the 57øW section and to some degree also in the 
30øW section. 

Apart from the 30øW section, which covers the Medi- 
terranean outflow, the overall structure of the velocities is 
rather simple and stands in strong contrast to the inverse 
solutions obtained by Wunsch and Grant [1982]. These solu- 
tions yield a banded type of structure for the velocity field 
with strong barotropic components. In many places the cur- 
rent direction alternates on horizontal scales of 1000 km or 

less coherently from top to bottom, where our solution yields 
a broad current of uniform direction reversing at one depth. 
This difference may partly be due to a different data base 
(Wunsch and Grant use instantaneous hydrographic sections), 
but presumably, methodological aspects will also contribute. 
In this respect Luyten and Storereel [1982] have pointed out 
that inverse solutions might have a dominating control by 
topography, which in the • spiral method could only enter 
implicitly through the structure of the hydrographic fields. 

4.2. Mixing Coefficients 

Our model allows investigation of the relevance of diapyc- 
nal and isopycnal diffusion as well as vertical diffusion of 
vorticity. We obtain estimates for each of the corresponding 
diffusion coefficients Ac, A•, and A which should characterize 
the importance of the mixing processes in the deeper layer 
(-2000 < z < 800 m) and the upper layer (-800 < z < depth 
of mixed layer). Maps of the coefficients Ac, A•, and A for these 
two layers are presented in Figures 19, 20, and 22. We will 
discuss these results with respect to balances of potential den- 
sity a, veronicity v (or equivalent passive tracers which vary 
on isopycnals), and vorticity. In addition, we will consider the 
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Fig. 18. Absolute velocity along (a) 24øN, (b) 36øN, (c) 53øN, (d) 59øN, (e) 30øW, and (f) 57øW showing the velocity 
component normal to these sections. Units are 10 -•' m/s. 
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Fig. 18. (continued) 
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Diapycnal diffusion coefficient Ac for (a) upper and (b) lower depth range (units are 10 -'• m2/s). 
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Fig. 20. Vorticity mixing coefficient A for (a) upper and (b) lower depth range (units are m2/s). 
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Fig. 21. Lateral mixing coefficient A(N/f) 2 of potential vorticity for (a) upper and (b) lower depth range (units are 10 ½ 
m2/s). 
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Fig. 22. Isopycnal diffusion coefficient At for (a) upper and (b) lower depth range (units are 10 e me/s). 
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balance of potential vorticity Q =fir=, which is affecte•l by 
diapycnal diffusion and vorticity diffusion (cf. (23)). We have 
pointed out the particular role of this tracer within the frame- 
work of the/• spiral technique. Moreover, Q has an important 
dynamically active role in shaping the oceanic circulation, 
which has been exploited in recent theories of the wind-driven 
gyres in the subtropical oceans [Rhines and Young, 1982; 
Luyten et al., 1983]. In both theories, mixing of potential vor- 
ticity is assumed to be weak. This assumption can principally 
be tested by our model. Notice that the source term in (23) can 
approximately be cast into a diffusive form for Q if the differ- 
ences between a and p are ignored and if A is taken to be 
constant and terms of order L/R are neglected, where L is the 
horizontal scale of the density field and R is the earth radius. 
Then, assuming for simplicity A c to be constant 

u. VQ + wQz--- A V2Q + AcQ=z (47) 

where N is the stability frequency. Hence lateral diffusion of 

Stream and the North Atlantic current and, with the exception 
of the vorticity mixing coefficient A in the upper layer, a sig- 
nificant increase of the coefficients also occurs approaching 
the North Equatorial current system. In between, in the low- 
velocity regime within the subtropical gyre, the diffusivities are 
generally smaller by at least an order of magnitude. This over- 
all structure seems to be connected with the increased oceanic 
variability in the regions of strong currents. Figure 23 repro- 
duces the maps of eddy potential energy density from Dantzler 
r1977]. Eddy kinetic energy [e.g., Wyrtki et al., 1976] shows a 
similar pattern. A close correspondence between the eddy ac- 
tivity displayed in these maps and the overall pattern of the 
mixing coefficients is apparent in both layers. In the case of 
vorticity mixing and isopycnal diffusion a loose connection to 
the eddy field can readily be drawn (see, for example, Holland 
et al. [1983] and Haidvogel et al. [1983]). Though parame- 
terization efforts of eddy effects on the mean circulation and 
eddy-induced dispersion are still in their infancy, it appears 
sensible that the coefficients of a simple diffusive form for the 

potential vorticity is described by the coefficient AN2/f 2, and eddy-induced transports would depend on the eddy activity as 
diapycnal diffusion by Ac. The quasi-geostrophic analog of measured by eddy energy (see, for example Arrni [1979] and 
(47) has been considered by Rhines and Young [1982]. Maps Arrni and Haidvogel [1982])or the eddy-induced rate of strain 
for AN2/f 2 are shown in Figure 21. [Garrett, 1983]. 

The most obvious feature of the maps in Figures 19-22 is A similar imbedding of the resulting structure of the diapyc- 
the marked correspondence between large values of the diffu- nal diffusivity within a generally accepted concept of the as- 
sivities and the regions of stronger currents. All three diffusiv- sociated mixing processes is less obvious. According to recent 
ities assume their largest values in the region of the Gulf theoretical work [e.g., Olbers, 1983; Holloway 1983] as well as 
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Fig. 24. Correlation between meridional reference velocity v o and vertical reference velocity w o. 

observational evidence [Woods, 1968; Eriksen, 1978], diapyc- 
nal mixing should mainly be caused by breaking internal 
waves, so that the coefficient Ac should correlate with the 
energy level of the internal wave field. The internal wave 
energy, however, is observed to be rather uniform [Garrett and 
Munk, 1975; Wunsch and Webb, 1979] and could hardly be 
responsible for the strong drop of Ac shown, for example, in 
Figure 19a at the boundary of the North Atlantic current. 
There are, of course, other candidates for diapycnal mixing, 
such as double diffusion [e.g., Turner, 1981], the significance 
of which, however, is even less known than that of wave 
breaking. 

The question thus arises to what extent we can at all expect 
to relate the resulting diffusion coefficients to mixing processes 
caused by small-scale oceanic variability in the sense used in 
large-scale oceanographic problems, i.e. mixing due to meso- 
scale eddies, internal waves, and small-scale turbulence. Much 
of the diffusive structure in our data may entirely be the 
consequence of the climatological averaging. The averaging of 
a seasonally shifting current system such as the Gulf Stream 
or the North Equatorial current would not only cause a 
broadening of the currents but also induce an artifical mixing 
in the data which has no direct connection to the local mean 

eddy or internal wave field but nevertheless would contribute 
to the diffusion coefficients determined from those data. This 

question about real or artificial mixing cannot be answered 
from the averaged data alone but requires a more synoptic 
data set of the large-scale oceanic mass field, which does not 
exist. We should thus emphasize that our mixing coefficients 
are likely to be biased toward larger values than those associ- 
ated with subgrid scale oceanic processes. The value of the 
resulting diapycnal diffusivity A c (Figure 19) is generally too 

small to be of major importance in the corresponding bal- 
ances. In both layers within the subtropical gyre, Ac is less 
than 10-s me/s, and in the region of stronger currents it in- 
creases to about 5 x 10 -s m2/s in the deep layer. Still, the 
diapycnal diffusion terms in the balances of potential density, 
veronicity, or potential vorticity are generally small compared 
with the advective terms, with Pec!et numbers typically O(10). 
In the upper layer, Ac becomes as large as 5 x 10 -'• m2/s in 
some places in the strong current regime. With such high 
values of Ac the diapycnal terms contribute significantly to the 
balances of •, v, and Q. 

It is not obvious how to compare these resulting Ac with 
estimates obtained by other methods. There is a vast body of 
literature on different estimation methods for the vertical dif- 

fusivity in the ocean interior, with a wide range of results, 
which either refer to single points or large water bodies (see, 
for example, Garrett [1979] and Gargett [1984]). Estimates 
from microstructure observations [e.g., Gregg, 1977] generally 
yield values which are two orders of magnitude less than 
Munk's [1966] abyssal recipe of !0 -'• m2/s, whereas box 
models of chemical tracers seem to confirm these larger values 
[e.g., Broecker and Peng, 1982; Liet al., 1984]. Our values 
with their possible bias and their large regional variations 
cover the entire range of estimates. 

The vorticity diffusion coefficient (Figure 20) becomes as 
large as a few 10-: m2/s with the path of the Gulf Stream and 
the North Atlantic current in both layers. Away from these 
regions, A is typically several 10 -2 m2/s. These values are 
considerably larger than the coefficients for vertical momen- 
tum transfer in numerical models; for example, Cox and Bryan 
[1984] use 10 -3 m2/s. However, a value of 10-: m2/s does 
not affect the geostrophic balance (Av::/fu is typically 10 -2) 
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and also yields only a minor correction in the vorticity bal- 
ance (Avxzz/l•v is typically 10-•). 

The lateral diffusion coefficient AN2/f 2 of potential vorti- 
city in Figure 21 has been obtained for the upper layer with N 
at 500 m and for the lower layer with N at 1200 m. Because of 
the f dependence, AN2/f 2 increases toward the equator, so 
that the contours mediate the shape of a bowl with high 
values (about 5 x 103 m2/s in both layers) around the rim and 
low values (below 103 m2/s) within the subtropical gym. In the 
upper layer a ridge of high AN2/f 2 appears separating the 
bowl. There is some similarity of this pattern with the pool of 
homogeneous potential vorticity shown by Holland et al. 
[-1984] (their Figure 4 is based on the same data set): appar- 
ently, mixing can only work and coefficients can only be deter- 
mined to be different from zero where there are gradients. We 
find that both mixing processes of potential vorticity (lateral 
mixing arising from vertical diffusion of momentum and verti- 
cal mixing arising from diapycnal diffusion of potential den- 
sity) are irrelevant within the gyre; however, along the rim, 
(AN2/f2)V2Q/(wQz) may become of order unity. 

While we found the pattern of the coefficients worthy of 
some discussion, we have so far ignored one of the basic tools 
of our method, which is the determination of parameter vari- 
ances. It turned out that even with our rather conservative 

estimates of the standard deviations, most individual values of 
Ac and A are statistically not different from zero. Typical 
values for the standard deviation in the deeper layer are 
around 3 x 10 -s m2/s for A c and 0.1-0.3 m2/s for A, with a 
less pronounced horizontal structure. 

Thus from this statistical point of view we have to conclude 
that the local balance of potential density and potential vorti- 
city in this data set is consistent with an advective regime. 
This result appears to hold even more strongly for the actual 
oceanic state because the coefficients we have determined are 

likely to be biased toward larger values in our climatologically 
averaged data set. 

The situation is similar for the case of isopycnal diffusion. 
For the upper layer, values for the isopycnal diffusivity At 
(Figure 22a) are a few 103 m2/s in the regions of stronger eddy 
activity and about an order of magnitude less in the calm zone 
between 15øN and 40øN. However, most of these are statis- 
tically not different from zero. In the deeper layer (Figure 22b) 
we find At to be a few 10 2 m2/s in the region of strong eddy 
activity, and only a few of these values exceed their rms stan- 
dard deviations. Notice that though less in magnitude, the 
deep values of At have a more coherent pattern than the 
larger, upper values. We believe that this pattern is associated 
with the Mediterranean water tongue, which is located within 
the deeper layer of our analysis (see, for example, Figures 9f 
and 9h). It appears that the spreading of this water mass re- 
quires some lateral diffusion along its rim, which is supported 
by the results of Needler and Heath [1975], who modeled the 
Mediterranean outflow with a constant velocity and constant 
isopycnal diffusivity. They found best agreement with the data 
by choosing A t in the range (1.5-3) x 10 3 m2/s for an advec- 
tion speed of (2-4) x 10-3 m/s. Similar results were found by 
Richardson and Mooney [1975]. We may further compare our 
estimates with the lateral diffusion coefficient of 5 x 10 2 m2/s 
obtained from the salinity balance for the /• triangle data 
[Armi and $tommel, 1983]. Our values in this region (center at 
27øN, 32øW) are about (1-2) x 10 2 m2/s but are statistically 
not significant. 

4.3. Parameter Correlations 

We have so far left aside a large part of the statistical infor- 
mation offered by the method about the parameters and hence 

the model we have chosen. The parameter covariance matrix 
(45) yields, besides the variances, the correlation between the 
different parameters. In most applications of least squares esti- 
mations the off-diagonal elements of the covariance matrix are 
simply ignored; in some cases the correlations can be utilized 
for a deeper insight into the problem. If we were free to choose 
the model structure and parameterization, we would prefer 
one with less correlated parameters over another with highly 
correlated parameters, since the latter indicates a certain 
amount of redundancy in the choice of the parameterization. 
Highly correlated parameters generally describe the same fea- 
tures in the data. In this respect the parameter correlations 
can be used as a tool for model building. Our model, however, 
originates from the physical conservation equations and the 
given hydrographic structure so that we are not faced with 
model building (as an exception the mixing terms allow some 
freedom) but rather with the estimation of parameters which 
have a well-defined physical meaning. In this situation, high 
parameter correlation can only be taken as a warning not to 
overrate the resulting parameters. Examples will be given 
below. 

Most of the parameter correlations turned out to be reason- 
ably small with a variable sign. A noteworthy exception is the 
correlation between w o and the diapycnal diffusivity Ac. This 
correlation is positive almost everywhere and large (say, above 
0.7) over large regions. This behavior can readily be under- 
stood from the model equation (33), the diapycnal mixing 
term (13), and the structure of the density profile. The parame- 
ters w o and A c enter (33) in the form Woa z -Aca• , which is 
roughly approximated by (Wo- Ac/d)az, since a increases 
more or less exponentially (with scale d) with depth. Hence the 
model depends effectively only on the linear combination Wo 
- Ac/d, making an independent estimation of Wo and A c im- 

possible. Only if the stratification deviates significantly from 
an exponential form would we have a chance to obtain un- 
correlated estimates for Wo and A c. 

An even more dramatic example of this behavior concerns 
the reference velocities Vo and Wo. The correlation of these 
parameters is displayed in Figure 24 and shows by far the 
largest overall correlation value of the entire analysis. Again 
this result can readily be understood from the model structure. 
Neglecting the/• term in (33) (it is of order L/R compared to 
the other terms), we notice that Vo and Wo appear as the sum 
-Vo dz/dy + Wo, where dz/dy is the north-south slope of the 
isopycnals. Now this does not change much with depth, so 
that the model essentially constrains Vo and Wo only in the 
combination -SVo + Wo, where s is a mean slope. Over most 
of the subtropical gyre, s > 0, and thus Vo and Wo are posi- 
tively correlated. In the Gulf Stream-North Atlantic current 
system, s and the correlation reverse sign. Obviously, the /• 
spiral method is unable to determine uncorrelated values for 
the reference velocities Vo and Wo. The remaining correlations 
of the reference velocities are significant only in restricted 
areas; for example, Uo and Vo have consistently high corre- 
lation (above 0.8) only in the area between the Azores and 
Spain. 

When dealing with the problems of the matrix condition in 
sections 3.4 and 3.5 we have already demonstrated that the 
least squares technique (and this applies to any other inverse 
modeling technique as well) is in fact a very delicate tool 
which should not be used as a black box generating parame- 
ters. The analysis of the parameter correlations enforces this 
view in a unique way. We like to emphasize, however, that 
these tools only reflect on a formal level the physical facts 
which can be revealed by a detailed study of the model equa- 
tions. 
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5. DISCUSSION 

The basic idea of diagnostic inverse modeling of the ocean 
circulation is to combine dynamical arguments with the infor- 
mation contained in data sets of oceanic fields or data of 

forcing functions. The objectives include the determination of 
circulation parameters (especially the three-dimensional abso- 
lute velocity field) and the testing of dynamical concepts (es- 
pecially the role of mixing in the budgets of heat, salt, and 
potential vorticity). The /• spiral approach presented in this 
paper can contribute to both these objectives, with some limi- 
tations, however, which partly are inherent in the model for- 
mulation and partly arise through insufficient knowledge 
about the data used in our particular application. In this sec- 
tion we shall discuss the pros and cons of our method and 
summarize our main results. 

At the beginning we should point out again that the present 
//spiral model is not able to embrace the current knowledge 
of ocean circulation. There are other methods in development 
(see, for example, Wunsch [1984]) which can make use of a 
more general kind of data having a relation to the circulation 
and which can consider any statement about circulation 
properties that can be cast into a mathematical constraint. 
The /• spiral method, in the present as well as in previous 
formulations, is designed to study local tracer balances in con- 
junction with the geostrophic shear of the horizontal velocity 
and the planetary vorticity constraint. There is no attempt to 
incorporate any knowledge obtained from the forcing func- 
tions of the large-scale oceanic motion or to use directly the 
knowledge about large-scale connections acquired by investi- 
gation of sources and sinks of water masses. The kind of state- 
ments obtained from such studies can, however, be useful 
when trying to validate the results from the //spiral model. 
This, in fact, was one of the aims of the present study. 

Within the framework of the/• spiral method one can use 
any conservative tracer which is advected by the currents. In 
practice, the requirements on data quality and observational 
density reduce the choice to standard hydrographic data, i.e., 
essentially temperature and salinity. But even with these data 
the possible range of applications of the /• spiral method is 
restricted to crossing points of hydrographic sections, since 
density as well as tracer gradients are needed in two different 
directions. The main work went along these lines since the 
set-up of the method by Stomrnel and Schott [1977]. The use 
of nonsynoptic hydrographic sections for diagnostic inverse 
modeling has frequently been questioned [e.g., Wunsch and 
Grant, 1982] because in general they do not give an instanta- 
neous view of the oceanic mass field. The resulting model 
circulation cannot be expected to represent an instantaneous 
state or even a possible state of the real oceanic circulation. 
The situation may even be rated worse when considering the 
climatological average of essentially all available hydrographic 
data as produced by Levitus [1982] which was used in our 
analysis. It is certainly true that because of data sampling 
problems both in space and time, the atlas of Levitus [1982] is 
by no means a real climatological averase. However, one can 
argue that a mean in some restricted sense may be physically 
more meaningful than a composite of two nonsynoptic sec- 
tions. In any case, in view of the present severe data restriction 
for studying ocean circulation both paths can equally be justi- 
fied. 

We have chosen the North Atlantic part of the Levitus 
atlas, since here the density of original observations is signifi- 
cantly larger than in other areas. Moreover, the North Atlan- 
tic is the area of most other inverse modeling activities (pre- 
sumably for the same reason), which enables comparison. 
There are various computations of absolute/• spiral profiles 

[e.g., Schott and Stornrnel 1978] (for further references, see sec- 
tion 3), and patterns of absolute circulation have been ob- 
tained by Wunsch and Grant [1982] on the basis of Wunsch's 
inverse method and a selection of individual hydrographic 
sections. A noteworthy early step toward the circulation in the 
Atlantic is Defant's [1941] attempt to compute maps of abso- 
lute geostrophic velocities. We should further mention the di- 
agnostic circulation models of Holland and Hirschman [1972] 
and Mellor et al. [1982] as well as Worthin•tton's [1976] circu- 
lation scheme. The results differ significantly in many details, 
even in such important questions as the vertical structure of 
the Gulf Stream' Worthington's scheme requires the Gulf 
Stream to reach the bottom, whereas most other work reveals 
an intermediate level of no motion. Disagreement also exists 
with respect to the recirculation pattern as well as the exten- 
sion of the Gulf Stream into the North Atlantic current. In 
contrast to Worthin•tton's [1976] scheme some of Wunsch and 
Grant's [1982] results seem to support the broad, basin-wide 
recirculation and splitting of the Gulf Stream envisioned in the 
classical description of the wind-driven circulation (see, for 
example, Reid [1981] for a review). Another aspect of the 
models by Wunsch and Grant [1982] is that the circulation 
frequently breaks down into a cellular structures of smaller 
scale. This is the outstanding feature mediated in their sections 
of horizontal velocities' in vast regions the ocean seems to 
move almost barotropically in alternating columns with hori- 
zontal scales of the order of a thousand kilometers. As sug- 
gested by Luyten and Stomrnel [1982], this behavior of the 
inverse solution may partly be due to a heavy weighting of 
deeper layers, thus emphasizing topographically induced de- 
tails, and partly it may arise from small-scale transient irregu- 
larities in the data. 

The circulation associated with the climatological average 
not only differs in detail from the pictures gained from individ- 
ual hydrographic sections, but the overall patterns already 
have a drastically different appearance. The smoothing tech- 
nique definitely takes away more than the instantaneous eddy 
transients in the original data. Features which may be rated as 
long-term mean signal in individual sections appear in the 
climatological average in a rather blurred shape with con- 
siderably reduced gradients. This particularly concerns strong 
currents which appear in each section as sharp fronts but may 
have a seasonal or lower-frequency oscillation. The circulation 
gained from these data is a rather simple broad-brush picture 
dominated by broad currents and basin-wide circulation cells. 
The main results are contained in Figures 17 and 18, which 
reveal less complex flow patterns than those obtained by 
Wunsch and Grant [1982]. The upper layers are dominated by 
a broad Gulf Stream which splits at about 40øN and 40øW in 
a North Atlantic current and the subtropical gyre recircula- 
tion which includes the Azores current and the North Equa- 
torial current as well as a tight recirculation cell in the western 
region. In the lower layers the outstanding feature is the deep 
western boundary current fed by overflow water from the 
Norwegian Sea which penetrates through the Gibbs fracture 
zone and partly circulates around the Labrador Sea. The ver- 
tical sections also clearly demonstrate the broad horizontal 
circulation which shows one or two current reversals and 

some indications of almost horizontal levels of no motion. The 

overall appearance of this circulation bears strong resem- 
blance to the classical flow pattern deduced by Wit'st [1935] 
and Derant I- 1941]. 

The actual/• spiral method used in this work extends pre- 
vious formulations in some aspects. At first, we have put a 
stronger emphasis on the determination of the vertical veloci- 
ty, which in any inverse model appears to be most susceptible 
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to data noise. It is extremely important which constraints of 
the/• spiral are used to estimate the vertical velocity (or, ex- 
pressed in terms of the inverse theory framework, how to 
choose the weighting of the constraints). A detailed analysis 
revealed that estimations from the vorticity constraint contain 
less noise than estimations from the tracer balance. The 

rationale for this result is virtually the same as the difference 
in scaling obtained for the mean vertical velocity when con- 
strasting the mass or tracer balance with the vorticity balance 
of planetary scale flow. The resulting profiles of vertical veloci- 
ty are smoothly decaying with one or two inversions, one of 
which is predominantly in the upper 1000 m of the water 
column. 

The determination of the reference velocities from the clima- 

tological data posed essentially the same problem of earlier 
calculations with section data: the results were very dependent 
on which part of the water column the data were taken from. 
Two reasons could be identified. The first is a technical aspect 
and is associated with the poor quality of gradient estimation 
for very deep layers, generally below 2000 m depth. The 
second reason is of a physical nature, and it is associated with 
the pool of homogeneous potential vorticity located in the 
upper part of the ocean within the regime of the wind-driven 
circulation. If potential vorticity is constant on isopycnals, the 
/• spiral dynamics no longer constrains the velocities (the ve- 
locity vector can have any direction along isopycnals), and 
accordingly, the /• spiral procedure breaks down. Conse- 
quently, the part of the water column with homogeneous po- 
tential vorticity had to be abandoned in the least squares 
fitting procedure, and reference velocities were essentially de- 
termined from an intermediate layer which is below the bowl 
of the wind-driven gyre and above 2000 m depth. 

We should emphasize here again that the velocity field re- 
sulting from local/• spiral estimation does not conserve mass 
and does not satisfy any meaningful boundary conditions. 
Moreover, the determination of the vertical velocity remains 
unsatisfactory (as in other diagnostic calculations). This de- 
ficiency is the price paid for the simplicity of the method, 
which determines the velocity from local properties (the gradi- 
ents of density and tracer) independently of the velocity struc- 
ture of adjoining points. Obviously, continuity is a nonlocal 
property, and consideration of this constraint as well as 
boundary conditions cannot be achieved in a local analysis. 
One can think of various ways to overcome this limitation of 
the/• spiral method. Work in this direction is under way and 
will be reported elsewhere. 

A second point of advance is a rational way of including 
mixing parameters in the estimation scheme. A first step in 
this direction was pursued by Schott and Zantopp [1980]. The 
determination of diffusion coefficients for heat and salt is one 

of the central problems of oceanographic research, and the 
methods developed range from the study of small-scale turbu- 
lence to balances of chemical tracers over ocean basins. The 

estimates for the diffusion coefficients span a corresponding 
range: for example, microstructure measurements indicate ver- 
tical mixing coefficients below 10 -6 m2/s, (see, for example, 
Gargett [1984]), whereas large-scale balances of chemical 
tracers yield values larger than Munk's [1966] abyssal recipe 
value of 10 -4 m2/s [Broecker and Peng, 1982; Liet al., 1984]. 
The role of vorticity mixing and mixing of potential vorticity 
has received new attention with the introduction of the 

theories of Rhines and Young [1982] as well as of Luyten et al. 
[1983], which attempt to explain the vertical structure of the 
wind-driven circulation on the basis of the potential vorticity 

balance. The theories are based upon low or vanishing poten- 
tial vorticity mixing, respectively. All relevant diffusion coef- 
ficients can principally be determined within the /• spiral 
framework: the coefficients describing diapycnal and isopycnal 
mixing of heat and salt as well as the coefficient describing 
vertical diffusion of vorticity, or equivalently, horizontal diffu- 
sion of potential vorticity. Results may become rather noisy, 
since second-order derivatives of the data are involved (the 
reference velocities are obtained from first-order derivatives in 

our scheme). Moreover, with an increasing number of parame- 
ters to be resolved their variance will generally also increase. 
For this reason we pursued an elaborate strategy in which the 
mixing parameters are determined in separate steps which 
specifically adapted tracer combinations. 

Some definite statements about the resulting diffusion coef- 
ficients can be made. Within the subtropical gyre and, more 
generally, outside the regimes of stronger currents the diapyc- 
nal and isopycnal diffusivities (as well as their standard devi- 
ations) are considerably smaller than the classical values, e.g., 
those used in numerical models of the ocean circulation. The 

diapycnal diffusivity in the subtropical gyre is less than 10-5 
m2/s, and the isopycnal is about 102 m2/s. Toward the sur- 
rounding strong current region these values increase roughly 
by an order of magnitude. The pattern thus resembles maps of 
eddy activity. We have to conclude that mixing of heat and 
salt in the ocean is a relatively weak process that seems to be 
overemphasized in numerical models. This conclusion be- 
comes even more stringent when realizing that our values are 
likely to be overestimated because of the climatological 
averaging of the hydrographic data. 

Vertical diffusivities of vorticity are of the order of 10- • 
m2/s in the regimes of strong currents and an order of mag- 
nitude smaller in quiet regions. If associated with the vertical 
transfer of horizontal momentum, diffusivities of the order of 
10- • m2/s appear rather large. However, as pointed out by P. 
Rhines (personal communication, 1985), these large values do 
not succeed in carrying all the momentum downward because 
the momentum transfer is almost balanced by adjustment of 
the density field: when the horizontal momentum profile of a 
broad current begins to deepen, the readjustment of the den- 
sity field is accompanied by horizontal geostrophic circulation, 
which nearly compensates the acceleration induced by the mo- 
mentum transfer. 

The corresponding diffusivities of potential vorticity are (N/ 
f)2 times those of vorticity. They thus range between 10 m2/s 
and 10 3 m2/s. These values agree favorably with the range of 
estimates (from Lagrangian diffusivities of fluid particles, 
which should equal the diffusivity of potential vorticity) dis- 
cussed by Rhines and Holland [ 1979]. 

Finally, a further goal we had envisioned with the present 
project was the incorporation of the statistical framework that 
has become a standard tool in inverse modeling. The aim is to 
compute parameter covariances and to test for model validity. 
The computational expense in general is relatively small com- 
pared to the least squares fitting procedure. The crucial in- 
gredient, however, is the covariance structure of the data func- 
tionals which enter the model constraints. In our case this 

involves the spatial correlation of the geostrophic heat and 
salt transports, which are fourth-order statistics of the original 
measurements. Accurate estimates of those quantities were 
beyond reach. We had to restrict the statistical aspects to a 
Monte Carlo simulation of transport variances and could per- 
form with these quantities an approximate maximum likeli- 
hood weighting of the equations. Rough estimates of parame- 
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ter variances and correlations were obtained, but no rigorous 
statistical test of model validity could be performed. 

Overall, the results of our analysis seem to conform to the 
present knowledge about the dynamical concepts of large- 
scale oceanic flow and the shape of the circulation in the 
North Atlantic. This latter statement is based on rather sub- 

jective measures which, as Wunsch and Grant [1982] pointed 
out, are essentially untestable. With regard to the consistency 
of the fl spiral dynamics (essentially the utilization of the lin- 
earized vorticity balance) we found no severe contradiction 
within the analyzed domain. This result is a consequence of 
the smooth behavior of the analyzed climatological state. It 
gives confidence to the use of large-scale geostrophic circu- 
lation models (without explicit inclusion of eddies) for investi- 
gating climatological aspects of ocean circulation. 

APPENDIX A: STATISTICAL ACCURACY 

OF THE ANALYZED FIELDS 

Input to the construction of the temperature and salinity 
maps of the Levitus atlas [-Levitus, 1982] are the lø-square 
mean values 4•s øbs = 4•øbS(Xs) of the observed data at all those 
1 ø squares Xs = (Xs, Ys) that contain observations. The ana- 
lyzed field 4•i = 4•(xi) at xi is calculated in an iterative way as 

4•i{") = 4•i {"- •) + • wi• {"• E4•s ø•- 4•s {"- •)] (A1) 
s 

where •pl ") denotes the analysis after the nth iteration. The 
weights of the nth iteration 

Wist"'=constxAFexp{ 4(xi - xs)2} (A2) R. 2 

depend on the distance between the observational and the 
analyzed point. A scaling factor AF has been introduced 
which is the average area per observation. The constant in 
(A2) is chosen so that •s w•s {"•= 1. The influence radius R, is 
varied at each iteration step. Formally, 
where no data exist, so that the sum in (A1) can be extended 
over all s. In practice, the sum is restricted to observations 
within the radius of influence, i.e., I x• - 

The solution to (A 1) in vector notation is given by 

4) {")= A {n• 4) øb• + B in) 4) © (A3) 

with 

A (n) = l - B (n) 
(A4) 

B(")= fi (I - W ("•) 
m=l 

where W(n= (W•s (")) and I is the M x M unit matrix. The 
vector 4• © contains the first-guess estimate of the analyzed 
field, which was taken as the zonal average over the respective 
basins. Actually, four iterations were carried out with the 
values R•= 1541 km, R2=1211 km, R3--881 km, and 
R4 = 771 km. 

In order to compute the horizontal correlation function of 
the analyzed field (which is needed for estimating the accuracy 
of horizontal gradients) one would have to perform Monte 
Carlo simulations with (A3) based on the actual distribution 
of data points. One limiting case, however, can be deduced 
directly by assuming that all grid points contain data. The 
response of the analysis scheme (A3) to a sine wave can then 
be computed analytically by writing (A3) in a continuous rep- 
resentation. The response function for this case has been given 
by Levitus [1982]. It has a somewhat different shape than 

(A2). Based on the wavelength whose amplitude is reduced by 
0.5, an equivalent influence R e • 600 km is found. At first, it 
seems surprising that this value is smaller than either of the 
values for R n given above. However, from (A4) it is seen that if 
all grid points contain data, and hence W {n) is regular with all 
eigenvalues between 0 and 1, then for large n we have B {n)--} 0 
and A(n)---• I; i.e., l•(n)--• I• øbs regardless of the values of R n. 
Hence the effective influence radius would become smaller 

with each iteration even if the Rn were kept fixed, and the 
relative importance of the first guess is reduced with each step. 

On the other hand, the situation is different if W (n) is singu- 
lar (corresonding to grid points without observations). Here 
the influence of the first-guess field (more precisely, that part 
of the first-guess field which lies in the null space of W (n)) is 
not reduced. As the first guess has a large horizontal scale, the 
effective influence radius must be somewhat larger than 600 
km. The actual value depends on the data density and there- 
fore also on position, in particular on the depth. 

The concept of an "effective" influence radius is equivalent 
to approximating the matrix A (n) = (a•s) in (A3) by 

ais = const h(xi- Xs) AF (A5) 

with h(r)= exp (--4r2/Re2), the constant again being deter- 
mined by •s a•s- 1. In order to proceed with the calculation 
of the covariance, we assume that the observations at different 
1 ø squares are uncorrelated and that the statistical errors in 
the first-guess field can be neglected. This seems justified as 
long as the main source of variability is connected with quasi- 
geostrophic eddies with horizontal scales of O(100 km). Fur- 
thermore, we assume that the statistics of the observations are 
homogeneous within the effective radius of influence. With 
those assumptions the covariance of the estimate (A4) is given 
by 

Co(x, x')= 

• h(x- xs)h(x'- Xs)(AF) 2 
2 s 

hx_ 
(A6) 

where 64, 2 is the variance of the observations. The expression 
(A6) can be evaluated if the locations x s of those 1 ø squares 
that contain data are known. Provided that a sufficient 

number of the points lie within the radius of influence and are 
distributed sufficiently uniformly, the sums in (A6) can be ap- 
proximated by integrals over the continuous variable $- x 
- xs, yielding 

C•(x, x') = C•(x - x') 

--- 0'4, 2 AF $ d2s h(s)h(s + x'- x) (A7) [I d2s h(s)] 2 

The integrations are restricted to those $ for which the argu- 
ment of the weight function h has a modulus < Re. With an 
error of 2%, however, we may extend the integration over all 
values of s and obtain 

AF 

C4,(r) = 2% 2 r•--•e 2 exp (-2r2/Re 2) (AS) 
with r--x'-x. Introducing the number of independent ob- 
servations within the radius of influence, 

M = 7tRe2/AF (A9) 
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we obtain for the variance of the analyzed field 

6•b2 2 --- • O'•b 2 (A10) 
Horizontal derivatives of 4•(x) will be estimated as finite differ- 
ences over a separation A, e.g., 

c•b •b(x + A, y)- •b(x, y) 
c•x -•bx= A (All) 

The variance of this estimate is given by 

O.4•x 2 2 = 
and with (A8) and (A9) we finally obtain for A << R e 

(A12) 

2) 8 O'4•x2 --' •ee 64•2 -- MRe 20'4•2 (A13) 
The estimation of the statistical accuracy of the analyzed fields 
and their gradients thus requires knowledge of the influence 
radius as well as number and variance of independent obser- 
vations. The quantities a, and M strictly refer to the lø-square 
mean values. In their analysis, Levitus and Oort [1977] pro- 
vide the variance and number of all NODC data within 10 ø 

squares that have passed certain quality controls (in the atlas 
of Levitus [1982] this information is given for 5 ø squares). 
Other statistical information is not available. Taking the 
number and variance of all data in the 10 ø squares presumably 
leads to an underestimation of the variance, as not all individ- 
ual observations will be truly independent. 

As pointed out above, the effective influence radius prob- 
ably is somewhat larger than 600 km For all results presented 
above, the value R e = 1000 km was chosen. It is emphasized 
again that (A8)-(A13) apply only to the purely statistical 
errors in the analyzed fields. If the data density within one 
influence radius is low, the error connected with the first-guess 
field is likely to dominate. That error, however, is of a non- 
statistical nature and hence cannot be estimated by statistical 
considerations. 

APPENDIX B: RELATION BETWEEN DIFFERENT LEAST 

SQUARES SCHEMES OF THE fl SPIRAL DYNAMICS 

The choice of the weighting matrix W in (42), if not derived 
from statistical considerations such as, for example, the maxi- 
mum likelihood principle, is to some degree a subjective com- 
ponent in the analysis. Essentially, the differences between the 
present approach and those by Stomrnel and Schott [1977], 
Behringer [1979], and Behringer and Storereel [1980] result 
from different choices for that matrix. 

The scheme of Storereel and Schott [1977] is obtained from 
(36) by eliminating P3 = Wo by dividing by D•3 and suc- 
cessively subtracting the equation at level j + 1 from that at 
level j (this is the equivalent of vertical differentiation). Then 

• D.o,'p• , - Bf= ej' j = 1,'-', N-- 1 (B1) 
k•3 

where (Djk' , Bf, •½')= Fji(Dik , Bi, 8i) with Fji=(•ji-- 
•+ 1.i)/(zj- z•+ 1). Determining the pa from the least squares 
principle 

N-1 

(e,)2 = •'W'•' = • ei'W/j'ej' (B2) 
i,j= 1 

thus is equivalent to choosing W = F+W'F as weighting for 
the system (36). Notice that this W possesses a rank N- 1 so 

that information on one of the equations (36) is lost which 
then is used with vanishing residual to determine the profile of 
the vertical velocity. 

Behringer [1979] proposed three numerical schemes based 
on equation (24) with vanishing diffusion. The linear scheme 

Vo -- Uo tan •p•- d• = •' 
j= 1,...,M=N-- 1 (B3) 

d• = vf- %' tan 

is equivalent to (B1). Minimizing the sum of squared residuals 
ej' without any weighting yielded unsatisfactory results, since 
in this form a bias must occur to data from shallow depths 
where the currents v o + v•' and Uo + %' are larger. Two non- 
linear schemes 

I) 0 -•- /)j' 
• -- tan •b½ = el" 
U 0 •i- Uj' 

(B4) 

tan-1 (Vo + u o + uf -- •p• = • .... 
with a more uniform magnitude of the equations yielded (also 
unweighted) better results but prohibited an exact analytical 
solution of the least squares problem. 

Behringer and $tomrnel [1980] consider another linear 
scheme of estimating Uo and Vo as the weighted sums 

M-1 M 

UO-- E E PijUij 
i= 1 j=i+ 1 

•4-1 •4 (B5) 
= p 

i=1 j=i+l 

of the solution Ui• and V• of the pairs i and j of (B3), neglect- 
ing the residuals. The weights Pi• and qi• are taken as inverses 
of the variances of U• and V•, normalized to unity, i.e., 

-2 (B6) 2 E ø'ukt Pij = O'Uij 
kl 

and similarly for q•. 
Notice that (B5) are highly redundant estimators, since the 

actual data information contained in 2M values d• and tan •bj 
is blown up to the M(M -- 1) values U• and V•. Again it can 
easily be shown that the estimation scheme is equivalent to 
linear schemes discussed above with a specific choice of 
weighting. 
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